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What are the prospective future applications for digital technology in low- and middle-income countries?

Section A: Introduction

Humans have been using technology for millions of years. Stone tools made by Australopithecus, one of the earliest hominid species, have been found in Kenya and are 3.3 million years old.¹ Although the types of tools we create have obviously changed immeasurably since then, we would certainly recognise something of what was going through those early humans’ minds as they fashioned their tools out of stone. This is the drive to make a task easier and more productive through the use of a tool, and by making tasks such as getting food easier, to improve the quality of life. The potential for technology to continue this process that was initiated millions of years ago is unchanged.

Technological trends

Today the use of some form of digital technology is a routine part of everyday life for people all over the world. A few trends have enabled the widespread adoption of these technologies.

Moore’s Law

Gordon Moore, the co-founder of Intel, asserted in 1965 that the number of transistors per square inch on an integrated circuit (a computer ‘chip’) would double approximately every 12 months (revised upwards to every 24 months in 1975). This is perhaps the best summary of how fast digital technology has advanced in the last 50 years.² The repercussions of this law have not only been felt in the technology sector, but across the whole global economy.³ Everyone from technologists, to economists, to anyone involved in any form of economic activity, has been able to rely on the idea that computer chips would be twice as powerful, at the same size and the same cost, every two years, and thus plan their research, investments and product development accordingly. The ability to place more transistors on a chip also underpins the trend towards miniaturisation, such that consumers today have more computing power in their pocket, in the form of their smartphone, than all of NASA’s computing capacity in 1969, at the time of the Apollo 11 mission.⁴

Moore’s Law could be hitting a plateau, however, and by 2021, transistors may not be able to shrink further. Chip-makers such as Intel and Samsung argue that, at that point, making transistors any smaller would be more expensive than the economic returns it would deliver. This is not necessarily

a bad thing for digital technology, however – experts have argued that it would increase the incentive to develop technologies such as artificial intelligence (AI). If manufacturers can’t continue to rely on computing power to increase exponentially, then they will need to develop more efficient processes that optimise the use of the computing power that is currently available. It remains to be seen what effect newer forms of computing – perhaps those that do not rely on silicon-based transistors, such as quantum computing (see section below) – will have on Moore’s Law or any successor.

Widening access to the internet

The internet is the technology that epitomises the information age, and which so many emerging technologies depend on for their development and propagation. It is a networking infrastructure that connects millions of computers together globally, such that any computer can communicate with any other computer as long as they are both connected to the internet. A suite of ‘internet protocols’ determines the format of different types of internet data and governs how information is sent across the internet, allowing it to be used for email, file transfer, and access to the World Wide Web, for example.

Since its inception in the 1980s, global access to the internet has increased dramatically. According to the most recent figures released by the International Telecommunication Union (ITU), by the end of 2016, 47% of people worldwide were using the internet – up from 30% in 2010. The majority of these internet users are in developed economies – only ~25% of people in Africa were using the internet as of 2016, compared to 79% of Europeans. However, internet use in emerging economies is rising rapidly, driven mainly by young people in these countries. In least developed countries (as per the United Nations definition) up to 35% of individuals using the internet are aged 15–24, compared with 13% in developed countries and 23% globally. In China and India alone, up to 320 million young people use the internet.

Greater use of wireless and mobile technology

Technological miniaturisation has allowed the development of faster, more powerful, and more mobile computing and telecommunications devices. More than 7 billion people (95% of the global population) live in an area that is covered by a mobile-cellular network, with almost 4 billion of them (53% of the global population) having access to a 4G Long Term Evolution (LTE) network.

---

7 UN Economic Analysis & Policy Division, LDC criteria, available at www.un.org/development/desa/dpad/least-developed-country-category/ldc-criteria.html
number of mobile phone users in low- and middle-income countries (LMICs) rose from 2.8 billion in 2012 to 3.6 million in 2016, according to the 2017 GSMA survey.¹⁰ By 2020, we will have more than 6.1 billion smartphone users globally, overtaking landline subscriptions.¹¹

Having a communications device in an increasing number of people’s pockets has driven the further growth of digital technologies. Mobile is increasingly the method of choice to access the internet and other digital services – in the US, it is estimated that 69% of time spent using digital media occurs via mobile devices.¹² It is arguable that, without the amazing penetration of mobile devices, the growth in social media usage would not have occurred.¹³ Nearly 80% of social media time is now spent on mobile devices, with 95.1% of Facebook users accessing the social network via smartphone as of January 2018.¹⁴

Big data and data analytics

One effect of the increased use of the internet and of mobile devices has been the explosion in the amount of data generated and retained by individuals, governments and companies. It has been estimated that, by the year 2020, about 1.7 megabytes of new information will be created every second for every human being on the planet, meaning that the total amount of digital data in existence will grow to around 44 zettabytes, or 44 trillion gigabytes.¹⁵ This data comes from myriad sources: sensors used to gather climate information, posts to social media sites, digital pictures and videos, purchase transaction records, and cell phone global positioning system (GPS) signals, to name a few. The term ‘big data’ has been used to describe these large structured or unstructured data sets that are so large or complex that traditional data-processing application software is inadequate to deal with them. The discipline of data analytics has emerged to extract value from and identify patterns in these data. Combining data analytics with advances in computer processing power, storage capacity and additional statistical techniques has underpinned the rise of machine learning, which is the predominant set of AI techniques in use today. The major developments in AI technologies that are exciting so much interest at the moment could not have been made without big data.

Cloud computing

Cloud computing is the delivery of computing services – servers, storage, databases, networking, software, analytics and more – over the internet. It has reduced a number of significant barriers to the propagation of digital technology. For example, cloud computing reduces costs by eliminating the need to buy hardware and software, set up and run on-site data centres, and employ technology experts to manage the infrastructure. Moreover, as cloud computing is accessed on demand, there is no need for extensive capital investment in resources that are not being used for any length of time. In global terms, the biggest advantage of cloud computing is that it has allowed the delivery of cutting-edge computing technology to anyone, anywhere with an internet connection.¹⁶

Alternative interfaces with technology (voice, touchscreen)

As digital technologies have become more widespread, the number of different ways by which we interact with them have increased. Multitouch screens, for example, initially debuted in 1983, but only really took off with the advent of smartphones, where they are now almost ubiquitous. The significance of this technology is that it allows consumers to interact with digital devices more intuitively, lowering the digital literacy threshold that is required to do so. Similarly, voice recognition technology has allowed users to interact with technology in a more natural way. It has allowed those who are unable to read or write, through illiteracy or disability, for example, to access digital technology. It is rapidly becoming a preferred way of communicating with digital devices. Indeed, voice-based uses of search engines increased more than 35-fold between 2008 and 2016, and Andrew Ng, former Chief Scientist at Baidu and at Google Brain, has predicted that, by 2020, 50% of all searches will be made with either images or speech.¹⁷

This report

These trends have ensured that digital technologies have indelibly changed how humans interact with each other and with the world around them. A lot of research has been carried out on their past and prospective impacts in rich economies, such as in the US and Europe. Less clear are the opportunities and risks of digital technologies, and in particular emerging technologies, when they are deployed in LMICs.

We have therefore undertaken a review, supplemented by interviews with technology experts in a dozen countries, of the potential impact of the following seven emerging technologies by 2040 in LMICs:

1. AI
2. Internet of Things (IoT)
3. Augmented Reality and Virtual Reality
4. Drone technology
5. Blockchain and other distributed ledger technologies
6. Quantum computing
7. Brain-computer interfaces

We also review how established ‘infrastructure’ technologies (data storage, and network connectivity) may change to allow advances in other technologies to be made.

For each of the above technologies, we discuss the potential applications in three areas, which correspond with the Pathways for Prosperity Commission’s main focus areas:

- Inclusive economy
- Human development
- Quality government

We have developed a table, ranking the potential applications of each technology according to current stage of development, from those that are already being piloted, to those that are at initial experimental stages, to those that are purely speculative. We also use scenarios to illustrate the applications we describe. These scenarios are fictitious, but are firmly rooted in our research, including the literature review and interviews we have conducted. We are therefore confident that they represent realistic potential applications of these emerging technologies to the Commission’s three focus areas.
Section B: Applications of emerging digital technologies

B.1 AI

AI refers to the suite of computer science, engineering, and related techniques that allow computers to solve problems – that is, to take the best possible action in a given situation.¹⁸ It is an umbrella term that comprises ‘symbolic AI’, or ‘good old-fashioned AI’, which relies on human-readable representations of problems and logic, as well as machine learning techniques such as deep learning and neural networks, which rely on complex statistical methods to recognise patterns in data, learn from these patterns, and subsequently make predictions.¹⁹ Other terms that fall under this umbrella include predictive analytics and data analytics.

Various superlatives have been used to describe the potential impact of AI, but perhaps the best way of thinking about this technology is that “it’s a step change in what we can do with computers”.²⁰ As AI systems become better at sorting data, finding patterns, and making predictions, these algorithms are undertaking an ever-increasing range of tasks, from imitating human interaction in smart personal assistants, to helping ride-sharing apps suggest optimal pick-up points, to identifying fraudulent transactions.²¹ ²²

AI research and development in LMICs is multiplying. So far India is the first middle-income country to release its own national AI strategy, where it lists its engineering workforce as an advantage and argues its case as an ‘AI garage’.²³ iCog Lab is Ethiopia’s first AI lab, where some of the code was written for Sophia – the world’s most famous humanoid robot, which was late to its meeting with the Ethiopian Prime Minister this July.²⁴ Google is opening its first Africa AI research centre later this year in Accra, to bring together academics, engineers and policymakers, and help solve local challenges. Reasons for choosing the Ghanaian capital include fast internet speed, relative political stability, and the high standards of its academic institutions, such as Ashesi University.²⁵ ²⁶ For now, as many of the examples below will illustrate, China is racing ahead in the AI race. In 2017, the Alibaba Group announced plans to invest more than $15 billion over the next three years in research on technologies including AI.²⁷

AI for enhancing agricultural and manufacturing processes

Precision farming, or the management of farms in a way that optimises resources and maximises output, was originally enabled by satellite technology. For example, a GPS-guided tractor is optimally steered to avoid wasting fuel or seed.²⁸ AI, in combination with other technologies, has the potential to raise efficiency and capacity even further. Ernest Mwebaze’s AI research group in Uganda is working towards collecting the most granular data possible from farmers – what they grow now, what they grew last year, the size of their farm and family – with a view to making predictions on and interventions for the individual farmer. Students at Mekelle University, Uganda, are working on an unmanned tractor that will be able to avoid obstacles with the help of sensors. In July 2018, China launched a seven-year autonomous agriculture pilot programme, which includes the testing of unmanned tractors. However, the predominant farm size in many countries is smaller than two hectares; 58% of farms in Uganda are under one hectare, for which individual ownership of (expensive) unmanned tractors may be less applicable.²⁹ Nevertheless, unlike self-driving cars, tractors rely less on pre-existing reliable infrastructure such as well-marked roads.

Manual agricultural surveillance is time-consuming and the quantities of data that can be collected are limited, so automating these processes would bring great advantages.³⁰ For example, cassava roots provide 800 million people globally with their main source of carbohydrate. Researchers in Uganda have developed mCrops, an automated system for combating cassava diseases through surveillance and diagnosis. Instead of farmers having to call and wait days or even weeks for inspectors, it allows them to photograph their plants using cheap smartphones. The system has been trained to spot the signs of the four main diseases that are responsible for ravaging cassava crops, with 88% accuracy.³¹ Although illiteracy and smartphone ownership may present more obvious constraints, others are social: while more men own a phone, cassava is often farmed by women.³² A Vietnamese startup, Sero, has developed a similar tool to help local rice growers, and claims an accuracy rate of 70–90% for 20 crop diseases. Alibaba’s ET Agricultural Brain is being used by pig farmers to monitor the animals’ daily activities and to alert them to sickness, thus reducing death rates.³³

In manufacturing, AI can be supported by a network of sensors and devices connected through the IoT. The aim is to fine-tune product quality and optimise operations, for example, by enhancing supply chain management and stock replenishment. AI-enabled predictive maintenance of

Industrial equipment can lower annual repair and inspection costs by 25%, and reduce downtime and scrap rates.³⁴ Al-driven robotics can help maintain a competitive advantage through increased productivity. Cobots (a robot that works collaboratively with a human) such as robotic arms, take over more dangerous tasks. Despite the often large capital investments required, middle-income countries such as Thailand are turning to automation to boost their economies. For example, Thai food and drinks conglomerate ThaiBev is planning to deploy robots and other automated machinery to boost productivity and support its subsidiaries.³⁵

Al-driven robotics will have long-term implications on automation and the future of work. A 2016 report from Citi and the Oxford Martin School highlights that the automation of routine tasks may remove the first rungs of the classic development ladder, where workers shift from agriculture to factory jobs. Low-income countries may no longer be able to follow the path of initially taking advantage of their large pools of cheap, unskilled labour. Ethiopia is currently racing to offer a cheaper alternative to China’s increasing labour costs in the manufacturing industry, with the government offering tax breaks and subsidies.³⁶ And yet 85% of jobs in Ethiopia involve tasks that may be at risk of automation according to the Citi/Oxford Martin School report.³⁷ Professor Ian Goldin warns that a scenario where people in low-income countries are forced to return to jobs in the agriculture sector due to the automation of manufacturing is not an optimistic model.³⁸

AI for improving access to healthcare, education and more

AI may help narrow inequality of access, whether to education, services, or financing. For instance, major barriers to participating in civic life are related to literacy and language. For those who speak an indigenous language, civic participation and writing applications can be difficult when governments operate in a colonial language. Illiteracy continues to be a significant barrier to women – in Afghanistan and Niger, for example, around three times more women than men are illiterate. AI-based automated translation and voice recognition systems could therefore have significant impact in countries with multiple languages. AI interfaces could allow people to interact with bureaucracy through spoken rather than written words.³⁹ AI analytics could be used to determine which issues are raised more often – on the radio, in village assemblies – as well as whose voices are less likely to be heard.⁴⁰

³⁸ Interview with Professor Ian Goldin, 20 June 2018
Similarly, AI tools are being developed to ensure that children have access to education, no matter their language, location or economic status. YaNetu is an open source AI-based teaching tablet aimed at African children, which offers avatars teaching built-in curricula in local languages.⁴¹ Companies such as the education technology (edtech) startup Ruangguru (Indonesia) and the education platform Eddi Ú (Mexico) are exploring ways to supplement formal school curricula with their online products.⁴²⁴³ Maletšabisa Molapo, a researcher at IBM, described a pilot project for accelerating the acquisition of English as a second language in South Africa, which is based on peer-learning and peer-assessment to compensate for low teacher-to-student ratios. The tool gives pupils the opportunity to practise, provides automated feedback and assists teachers with grading. Issues the developers have encountered include low access to sufficiently advanced smartphones. AI also has the potential to deliver much more personalised education. It allows students to learn at their own pace, focusing on an individual’s needs, and framing learning in a way that each individual will respond to best.

Globally a huge amount of investment is going into the application of AI to healthcare and important advances have been made in several fields. Applications include optimising hospital staff rostering and triage, the analysis of medical scans, and predicting the outbreak of infectious disease.⁴⁴ Although developments in this sensitive area will depend heavily on regulation, predictions of future applications include robot surgeons and carers, and a fully personalised healthcare plan. Online consultation service Babyl was set up in Rwanda in 2016; today, 2 million citizens, equating 30% of the adult population, have signed up, and can access records and pick up prescriptions through the app.⁴⁵ This kind of tool is available to populations with high levels of smartphone access and ownership, which raises questions about whether it serves to increase health inequalities, rather than reduce them. Healthcare is a highly sensitive sector and there is widespread uncertainty around regulating AI-driven health tools. For example, apps that function as ‘online doctors’ shy away from being labelled as diagnostic tools, due to potential legal implications in the event of a misdiagnosis.

AI could be a useful tool to help propel access to finance. One advantage of machine learning is its ability to exploit alternative data sources in data-poor environments. Fintech companies are already applying AI to help increase access to financial resources such as credit. Machine learning algorithms could also help reduce gender gaps in access to loans, for example by predicting

---

credit worthiness rather than credit history, which women are less likely to have.⁴⁶ Kudi.ai is an AI chatbot that allows its Nigerian users to make payments and send money to friends and family via messaging; it also reminds them to pay bills.⁴⁷ Machine learning algorithms can also identify fraudulent firms and flag them to tax authorities. In Kenya however, loan-providing apps have resulted in an increased number of applicants being blacklisted when failing to repay a loan. One reason is that citizens are applying for loans with many platforms simultaneously, a practice that is not being screened routinely.⁴⁸

**AI for ensuring national and personal safety**

Many LMICs are affected by crises – whether human or natural – that can result in mass migration. AI tools could be used to help predict these movements and shape intelligent solutions, based on relevant factors such as gross domestic product (GDP), population growth, and weighted average of food crops. Other information can be added to train these computational models, creating a complex mathematical relationship between causes and effects. This includes sudden policy decisions to close borders, mobile phone data, (migrants prioritise having access to a means of contact), and migration data from organisations such as UNHCR, the UN Refugee Agency.

If a model predicts imminent famine based on historic data and the climate change trajectory, it can recommend alternative farming methods or food sourcing. Predictions could also be used by non-governmental organisations (NGOs), the UN and others to predict the flow of people in and out of refugee camps. They could then establish safeguards against human trafficking prior to the migration, and co-ordinate the safe passage of people across dangerous terrain and seas. In the long-term, governments could learn more about which social, economic and other pressures play a bigger role than others, as well as the interactions between them, in making a person leave one place for another.⁴⁹ ⁵⁰

A well-known application of facial recognition is Facebook’s tagging of people in photos. The technology also offers ways to help ensure national and personal security. Cases in China include customers paying in shops and restaurants with their face, identifying potential drug abusers at public events and verifying university student entries.⁵¹ South Africa has partnered with Moscow-headquartered AxxonSoft to replace private security guards with facial recognition software in

---


housing estates and shopping malls, which can be notified of a criminal entering the premises. Furthermore, the company has developed an algorithm to reduce theft in the retail sector, where cashiers pass goods without scanning them to accomplices posing as customers. The software combines CCTV footage of a cashier’s workspace with point-of-sale transaction data, which has reportedly led to numerous arrests.⁵² In addition to store security, cameras in public spaces could also detect vulnerable people who are lost, anxious or trafficked.⁵³

However, there are justified concerns about the use of facial recognition technologies more broadly, particularly in countries where the checks and balances that protect citizens from intrusive surveillance by the state may not be entirely robust.⁵⁴ ⁵⁵ Furthermore, one well-documented constraint to implementing facial recognition technology is the unintentional bias created by training algorithms on under-representational data sets, that is, predominantly white or Asian. Recent research by the MIT Media Lab showed that facial recognition systems misidentified gender in up to 35% of darker-skinned women.⁵⁶

A further security use for AI was explored by researchers who used machine learning to evaluate the merits of interventions targeting ex-combatants in Colombia. Machine learning allows researchers to consider multiple covariates. In this case, variables including confidence in government, ensuring emotional wellbeing and cutting relations to commanders were measured against risk factors such as employment. The results could be used to help shape policies aimed at preventing a return to conflict.⁵⁷ When considering such applications, however, it is important to keep in mind the sensitive socio-political conditions they are being deployed in.

The further future

Today's AI systems operate in narrow domains. They may be better than humans at specific tasks, but are not good at switching tasks. DeepMind's famous AlphaGo agent that beat the world’s best ‘Go’ player Lee Sedol, could never make a cup of tea. Scientists disagree over when, if ever, AI agents will be created that can switch between tasks and outperform a human at any intellectual challenge. Nick Bostrom famously polled AI experts in 2013 asking them when they thought this stage of Artificial General Intelligence would be reached. The average answer was 2040, although

⁵³ Lewis, P. (2018) ‘I was shocked it was so easy: meet the professor who says facial recognition can tell if you’re gay’, available at www.theguardian.com/technology/2018/jul/07/artificial-intelligence-can-tell-your-sexuality-politics-surveillance-paul-lewis
there was very wide variation, with some saying much sooner and some saying it would never be
reached. Bostrom argues that, if this point is reached, then an Artificial Superintelligence could
be created soon afterwards that is much more powerful than any human. Bostrom and others
have argued that, even if this scenario is fairly unlikely, we should still invest in the research (both
technical and philosophical) needed to make sure that such a superintelligence was a force for
good.58

When it comes to the economy, some authors including Calum Chace, predict that we are only a
few decades away from an “Economic Singularity” when most humans will become unemployable
because machines (AI systems plus robots) will be able to do anything that we can do – cheaper,
faster, and better. Chace doesn’t believe that this is necessarily a bad scenario, but he does believe
that a huge social and political effort will be required to make this turn out well for humanity.59

Challenges

AI relies on high volumes of quality data. However, the sectors in most need of advancement often
lack the required quantity and quality of data. For example, one such sector is healthcare, where
most data is stored in formats that are not machine readable, and electronic health records are
largely unheard of. Latin American countries provide an exception in terms of data management
in healthcare: 73% of hospitals across Chile have implemented national electronic health record
systems.60

Providing an open and secure data environment involves building frameworks that enable the
sharing of (sensitive) information with other organisations and sectors. Despite large numbers of
internet users, countries such as Kenya and Nigeria still lack data protection and privacy laws.61
Policymakers will need to create clear legal guidelines on data ownership, transfer and usage.
There will also be benefits to harmonising requirements between governments and adopting
regional policies. Countries in trade blocs, such as ASEAN, are already well connected in terms of
trade and people. A top priority is ensuring the same for cross-border data flows.

One way to counter missing regulation is with the use of a regulatory sandbox, or a software-
testing environment. Developers can test innovations with real data and customers in a live market,
under controlled parameters. For example, Fastcase, a legal research software company based in
Washington, DC, launched an ‘AI sandbox’ for law firms, where they are able to access other data
sets as well as test AI analytics tools on their own data.62 We would suggest that policymakers in
LMICs should explore the potential for setting up ‘regulatory sandboxes’ in their own countries for
their own sectors of interest.

---

ghi-analysis/the-healthcare-data-revolution-in-latin-america
ready-protect-citizens-personal-data
Interviews with our contributors reinforced the importance of avoiding normative approaches to the opportunities and risks posed by these technologies. Faith Keza, Head of Technology at RwandaOnline, a company tasked with developing an eGovernment platform for the Rwandan government, highlighted that some concerns around data privacy vocalised in high-income countries may not be, by default, shared by people in LMICs (opponents of the Rwandan government might have a different view of course). For example, the conversation around the use of data for AI applications in the US and Europe is dominated by a discussion on the balance between privacy and openness, and whether focusing too much on privacy will restrict the development of AI. It should not be assumed that consumers and citizens in LMICs will reach the same conclusions in such debates as in high-income countries. Rather, these consumers should be empowered to be able to understand the pros and cons of allowing their data to be used for the development of AI tools. There is currently a lack of awareness of privacy issues and of the ways personal data can be misused. This is restricting the ability of citizens of LMICs to meaningfully consider these issues.63

B.2 Internet of Things (IoT)

IoT refers to a single device or network of devices that can be monitored and/or controlled from a remote location, and which can transfer data without requiring human-to-human or human-to-computer interaction. Although when the term was first coined in 1999, it was used in the context of supply chain management, today a ‘thing’ can be a farm animal with a biochip transponder or a car with sensors alerting the driver to low tyre pressure. Among other things, the IoT can generate insights and improvements in healthcare, utility management, industry and environmental protection, and could present many opportunities in LMICs. Its fundamental objective is to achieve the same impact with fewer resources, or to increase the impact with the same resources. Business Insider Intelligence predicts that there will be 24 billion IoT devices on Earth by 2020, and investments in the technology will generate $13 trillion by 2025. In India alone, 4 million application engineers are working on IoT-related ventures.64–68 Currently, IoT systems function at a local level, whether on one particular farm or in one city. We would speculate that there may come a point when all these systems are safely and reliably interconnected, and the IoT, or a number of IoTs, function at a global scale.

Devices that enable IoT functioning include sensors and actuators. Sensors, or devices that detect and respond to input from the environment, come in various forms and with various functionalities: moisture sensors in fields can inform farmers of their crops’ precise water needs, and pressure

63 Interview with Faith Keza, 6 July 2018
sensors can monitor traffic flow over bridges. Actuators are devices that can be directed to perform a task, such as opening and closing an irrigation dam. Sensor technologies are improving in terms of miniaturisation, performance, cost and energy consumption. Back in 2014, Spansion Inc. developed sensors that do not need batteries, using chips that can harvest their own energy from the sun, vibration, or heat. In future, smart materials may take over the role of sensors; graphene-based clothing could allow emergency responders to check conditions before entering a hazardous building: ‘smart concrete’ could alert engineers to wear and tear.

**IoT and smart cities: Improving the management of utilities, waste and traffic**

A total of 66% of the world’s population is expected to live in urban areas by 2050. There is a global need for smart cities as a result of the associated increases in pollution, traffic and energy demand. In Latin America, almost 80% of the population lives in cities, and national and local governments are developing digital strategies to improve connectivity, services and accountability – for example, Uruguay Digital, Colombia’s Vive Digital and Mexico’s Digital Agenda. US networking giant Cisco is working on smart solutions for cities including Guadalajara, Mexico and Jaipur, India.

In a smart city, a city-wide network of sensors and wifi will help run everything from street lighting to parking, and traffic to waste management, alerting officials to issues before they become problems. Smart sewers will monitor flow levels and manage gates to direct flows to where there is sufficient space, preventing overflow into rivers. Sensors on bridges will enable continuous bridge health monitoring and determine deviations from the target load. The IoT can also help particular population groups. For example, the American city of Louisville distributed 1,000 sensor-equipped inhalers to asthma sufferers, and tracked the data to map where air quality triggered breathing problems. The city planted trees in one of the worst areas and consequently reduced particulate matter by 60%. In future, the concept of smart cities may progress to a country level, where governments are provided with real-time information about economic production and activity.

---


The IoT also has applications in surveillance and policing, although these can be highly controversial. Data from a central CCTV network, as well as social media and other sources, could be analysed to make accurate crime predictions. LED street lights could dim or brighten according to whether a car or pedestrian is passing. Smart guns could be used by law enforcement. The guns would collect and store data on location and time of fire. ShotSpotter technology uses connected microphones to pick up the audio frequency of gunshots, which can help the authorities pinpoint the location of a shooting in seconds. A judgement in Cape Town this year was the first ever ShotSpotter-linked conviction and sentence.⁷⁹

Chinese networking giant Huawei has developed a network of connected CCTV that uses licence plate and facial recognition technology. Police officers are equipped with special apps that allow them to perform identity and vehicle checks, and assess camera footage. The Chinese district of Longgang, Shenzhen, has reported a drop of 53% in theft and robbery and a 45% increase in crimes solved.⁸⁰ Of course, surveillance throws up an array of ethical and privacy issues, so the benefits and risks of using emerging technologies for such purposes should be weighed carefully.

The Industrial Internet of Things (IIoT)

The IIoT refers to the use of the IoT to enhance manufacturing and industrial processes. Two of the IIoT’s key attractions are operational efficiency and the predictive maintenance of assets. By using sensors, analytics and real-time data, companies can anticipate equipment failures and respond to emergencies such as leaks or adverse weather. Predictive maintenance can generate additional revenue by avoiding unnecessary shutdown. For example, elevator manufacturer ThyssenKrupp uses networked sensors to avoid service personnel making unnecessary repair trips. Analytics software distinguishes between issues that require immediate attention and those that can wait for scheduled maintenance.⁸¹

The World Economic Forum has identified four phases of the IIoT. In the short term, there are immediate opportunities around Operational Efficiency (asset utilisation, worker productivity), and New Products and Services (pay-per-use, data monetisation). The long-term opportunities are around an Outcome Economy (pay-per-outcome, selling measurable services), and an Autonomous, Pull Economy (end-to-end automation). In other words, the IoT- enabled industry of the future will be highly automated, and characterised by flexible manufacturing, real-time demand sensing, resource optimisation and waste reduction.⁸²

---


The IoT has many promising applications in healthcare. Data can be captured inside a hospital and remotely, allowing healthcare practitioners to monitor patients who return home. Smart beds can modify the bed angle or pressure to increase the comfort of patients who have to rely on nurses to move them. Diabetes apps and wearables can improve self-management, for example, by prompting patients to take their insulin dose. IoT and facial recognition could help paralysed patients manipulate devices such as the air-conditioning, TV or lights. The IoT can also help hospital management determine whether specialist doctors are over- or under-utilising equipment. This could be particularly useful in a resource-poor setting, to establish whether expensive magnetic resonance imaging (MRI) equipment, for example, could be moved around a hospital based on need, making more efficient use of limited resources.

One of the reasons that many children in LMICs go unvaccinated each year is that vaccines get spoiled in transit, due to insufficiently low temperatures. Many of the 200,000 vaccine fridges being used in LMICs are located in extreme and remote places, where maintaining an environment of 2 to 8 degrees Celsius is very challenging. ColdTrace, a real-time monitoring and data analytics platform developed by NexLeaf Analytics, monitors fridge temperatures and sends out alerts by text message to nurses at a clinic in cases of temperature rises. The nurse can respond by checking the latch or turning on the generator. As the system collects the fridge data, patterns can help with diagnosing issues. In case of malfunction, repairs can be carried out remotely, by a mechanic guiding a nurse through the steps over the phone.

Agriculture in LMICs is increasingly faced with the consequences of environmental shocks, lack of proper fertilization, use of excessive chemicals and pesticides, and inefficient crop monitoring systems. Deforestation poses another problem. Projects by the Rainforest Connection in Peru combine acoustic sensors with real-time machine learning analysis. The aim is to curb illegal logging in protected rainforests, by picking up relevant sounds, such as chainsaws and trucks in unauthorised areas.

IoT-enabled precision agriculture can improve crop planning, help keep precise farm records, optimise the consumption of pesticides and reduce environmental pollution. For example, farmers can combine connected tractors and planters with analytics software to apply the optimal mix of seed and fertiliser, at precise depths, to maximise crop yield. Intelligent transmission systems that continuously monitor and analyse data about the route and driver’s behaviour can signal when to
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shift gears, thus conserving fuel and enabling transmissions to last longer. A smart greenhouse can measure and adjust the environmental parameters, such as light, pressure and humidity, eliminating the need for constant manual monitoring. Actuators could automatically turn on the lights or open a window. The IoT could also help policymakers plan for the future production of crops and maintain food security. It is important to note that, not only are many of these proposed applications only at an experimental or even speculative stage of development, but they may be more suitable to larger farms than to the small-scale farms that constitute 80% of farms in Sub-Saharan Africa. Therefore, the applicability of this technology in low-income countries remains to be seen.

IoT is also being deployed in transport. For instance, driver distraction is one of the major causes of road accidents. Smart devices could collect data on drivers’ cognitive responses, their physical and mental health, and the vehicle’s safety. They would then alert the driver to issues such as fatigue. They could even intelligently stop the vehicle, thus mitigating road accidents. Smart headwear offers a cheaper alternative to retrofitting a truck cabin with sensors; Ford Brazil is developing a Safe Cap that first vibrates and then uses sounds and flashing lights if head movements associated with fatigue persist. High tech can also be combined with the human touch, as with the Michelin EFFIFUEL service. It uses sensors inside trucks to collect information on fuel consumption, tyre pressure, speed and so on. Fuel experts then analyse the data to give recommendations to driving instructors, who train employees in how to optimise their driving. In addition, EFFIFUEL clients can pay for tyres on a per-kilometre-driven basis – that is, paying for a product as a service. Companies thus add value to what they offer their clients, by providing information.

Challenges

Although the costs of components such as sensors are decreasing, use and implementation of the IoT can be expensive, especially at a large scale. Where it is used in conjunction with mobile phones, separate contracts may be needed because running costs can accumulate when sensors regularly send text messages. Similarly, once the initial, large capital investment is made to purchase industrial equipment, there may be little incentive to spend more money making the modifications required for the IoT. Another major expense related to the IoT is the cost of skilled staff required to operate and maintain it. The lack of on-the-ground expertise, for example, is one of the many barriers experienced by India’s ambitious Smart City Mission.

---

Lastly, putting manufacturing plants, equipment, or remote facilities online can make them vulnerable to cyber attacks and data theft. Cybersecurity is therefore essential to building a reliable IoT network. It must be closely monitored, for example, by keeping an inventory of the sensors and devices online, building in failsafe mechanisms to prevent physical harm, and managing legacy systems. This all adds to the expense of this technology, and requires highly skilled operators. Thus, the expenses associated with deploying IoT solutions may be prohibitive to many countries, which have access to various sources of financing, including venture capital firms, development banks, and machinery-related lending.⁹³ · ⁹⁴

B.3 Augmented Reality (AR) and Virtual Reality (VR)

VR refers to the simulation of an environment, by generating realistic sensory inputs such as sound and imagery. A simple form of VR is a 3D image on a computer screen, which can be explored by moving the mouse or pressing keys. At the other end of the spectrum, haptic devices, such as gloves that emit vibrations, allow the user to feel the environment.⁹⁵ In China alone, 200 startups are working on VR and the country’s VR market will be worth an estimated $8.5 billion by 2020.

The potential for VR to be used for good is based on its added dimension of presence. VR can provide a way for the user to walk alongside people who seem different or far away.⁹⁶ It also offers a much more transparent medium than social media, for example, for accessing socio-political debates. Perhaps in future, VR will unlock new levels of empathy with marginalised groups, such as women and children, by offering unprecedented access to how they live their lives. By bringing people closer to the ‘other’, VR could even play a part in fostering peace. In politics, VR could allow new levels of engagement; perhaps people will be interested in a VR experience of being the Mayor or President for the day.

The humanitarian sector is making use of VR for storytelling, as a way to immerse users in a world they will likely never experience, build empathy and gain new donors, as well as show existing donors where their contributions go. Clouds Over Sidra is a VR tour of the Syrian refugee camp Za’atari in Jordan, filmed for the UN in partnership with Samsung. By following 12-year-old Sidra as she goes about her life in the camp, the film offers a chance for the voices and experiences of the world’s most vulnerable citizens to be amplified, with the aim of bringing them into decision-making processes. The UN has reported higher donation rates and more long-term commitments following screenings of the film.⁹⁷ · ⁹⁸ In May 2015, Amnesty International launched its #360Syria
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⁹⁷ Here Be Dragons, available at www.dragons.org/clouds-over-sidra
campaign, which used inexpensive VR headsets and led to a 16% increase in people signing up to direct debit donations after one week of fundraising.\textsuperscript{99} News services are adding VR to their reporting to show the consequences of human and natural disasters.\textsuperscript{100}

AR describes an environment onto which digital information has been overlaid in real time.\textsuperscript{101} It differs from VR as users view their actual world. Hardware that can be used to deliver AR applications include head-up displays (HUDs) for windscreens and other screens, smart spectacles such as Google Glass, and standard smartphones. In 2016, Apple CEO Tim Cook stated: “I do think that a significant portion of the population of developed countries, and eventually all countries, will have AR experiences every day, almost like eating three meals a day.”\textsuperscript{102}

The potential uses for AR are broad.\textsuperscript{103}

- **E-governance through AR-enabled devices**: smartphones, smart glasses and in-office displays could leverage a number of accessibility aids, such as translation and graphic instructions, to help citizens complete government forms and applications. These devices could also help people visualise planned public projects, for example, infrastructure, utility facilities, and also to participate in town hall meetings, thus encouraging engagement.

- **Maintenance of city assets**: specialists could give real time expertise and instructions to field workers on how to manage assets, from street lighting to water wells, through head-up windshield displays on maintenance vehicles, smart goggles and hard hat-mounted devices.

- **Emergency response**: AR head-up windshield displays could provide real-time sensor data on dangerous conditions, while helmet-mounted AR visors could help responders navigate through fire or rubble.

- **Public health**: sensors could be combined with AR devices to help citizens decide on the best transport options, in terms of air pollution or carbon footprint.

- **Heritage and tourism**: culturally significant buildings and national resources such as coastlines could be protected by providing an educational experience that would be useful for citizens and tourists alike.


\textsuperscript{103} Curtin, G. (2017) “6 ways augmented reality can help governments see more clearly”, available at www.weforum.org/agenda/2017/02/augmented-reality-smart-government
Occupational uses of AR and VR, including training, health and safety

Seeing a problem virtually can aid understanding and retention, as well as enable people from all corners of the globe to address it together. A highly promising application for AR and VR is therefore training and education.¹⁰⁴ In medicine, for example, VR is already being used to teach students about human anatomy and to research infection-prevention behaviours. Performing a computer simulation of an operation gives students access to a very realistic environment with unobstructed views, and instant feedback.¹⁰⁵-¹⁰⁷ In 2017, surgeons from Mumbai and London appeared live as avatars in a single operating room, where they drew virtually on hologram scans of the patient’s tumour.¹⁰⁸

The technologies also have applications in workplace health and safety. Staff can be trained through VR to deal with crowds of shoppers, who may storm the premises of a mall on the opening day of a sale. Oil rig workers can practise fixing equipment in stormy weather. The Greater Stockholm Fire Department used VR goggles to explore the redesign of a district’s waterfront. The Department wanted to examine access routes for emergency services, gain an understanding of what firemen should do in an emergency, and provide feedback to the architects.¹⁰⁹ At their plant near Johannesburg, steel and mining company ArcelorMittal is using VR to help screen workers who would deal with maintenance and repairs, for fear of heights. The company has worked with a performance management agency and a gaming company to develop the Blast Furnace Experience, which includes moving platforms that imitate the lift and fans that give the experience of wind speed high up in the air.¹¹⁰

AR and VR for business

The modern working environment is increasingly characterised by an on-demand economy and multiple career changes. AR has the potential to revolutionise the workplace, not only in terms of training, but also human interaction. Shop staff can scan a new product and get immediate training, in their chosen language. Immersive product showcases can also strengthen a salesperson’s pitch to clients.¹¹¹ Participants in a business meeting could point their smartphone at a brochure and

an animation would provide further detail. AR technology could act like an informative name tag, providing information on the attendees. VR also allows people to be present in meetings taking place in other locations. For example, a lawyer may not be able to make it to court to represent their client, but could be virtually present instead.¹¹²

A barrier to investment in businesses based in LMICs is a lack of trust on the part of potential investors – they may not understand the business ecosystem that the company in question developed in, and may not appreciate the local nuances, customs, and challenges associated with business development in the country.¹¹³ VR may help with this by giving potential investors based anywhere in the world an experience of the countries and the people they are being asked to invest in.

**Challenges**

VR is currently at a more mature stage than AR. AR tools still present many technical challenges. One such challenge is registration – the problem with misalignment between the virtual avatars and images created by the AR tool, and the ‘real world’ they are superimposed on. At the very least, this can cause vision fatigue, but it can also have serious implications for contexts that demand total accuracy, such as surgery. AR systems are also unable to satisfy all levels of visual acuity, or eyesight, meaning that some people with poor vision are excluded from using them.

Hardware cost remains a significant constraining factor to scaling up of both technologies. Microsoft’s HoloLens, for example, is priced at $3,000. AR and VR also require a lot of bandwidth – 5G connectivity is perceived as critical to ensuring their mainstream deployment. Even when these barriers are overcome, applications need to fit in well with existing systems. In education for instance, tools should complement teaching practices and offer better, cheaper learning methods than what is already provided.¹¹⁴⁻¹¹⁹

¹¹²   Speagle, A. "3 Ways VR Technology Will Transform Your Business Meetings", available at www.pgic.com/resources/articles/3-ways-vr-technology-will-create-better-meetings


¹¹⁴   Wang, Y. et al. (2017). "Augmented reality with image registration, vision correction and sunlight readability via liquid crystal devices", available at www.nature.com/articles/s41598-017-00492-2


B.4 Drone Technology

An unmanned aerial vehicle (UAV), or drone, is an aircraft that can fly autonomously or be piloted remotely. Drones were initially intended for military purposes, but there are now numerous civil and commercial applications – for example, cargo delivery, surveying, and more. Drones cause a relatively low degree of disturbance and offer a means to augment distribution networks, by reaching people in remote locations and providing a cheaper and faster alternative to ground activities. However, drones can also threaten air traffic and be used to transport dangerous or contraband goods. Regulations differ from country to country in terms of permitted flight height, drone weight and the licences required; some countries have yet to establish any regulation at all.¹²⁰

The media coverage of promising drone applications mushroomed between 2015 and 2017. Perhaps the most high-profile was Facebook’s plan for high-flying drones that would deliver internet, covering 60-mile areas and staying up for months. Although the solar-powered Facebook Aquila achieved a smooth landing following a test flight in 2017, the company recently announced it would no longer be building its own drones, but will work with partners instead.¹²¹¹²²

Drones for filling missing infrastructure gaps

Delivery is the most obvious and common application for drones in countries with poor roads and disconnected communities. Although cargo drones will not replace conventional transport methods, they do allow essential goods to be delivered to remote places, where roads are unlikely to be constructed in the near future. Drones have been delivering blood transfusions in eastern Rwanda since October 2016. The packages are parachuted down, and the shortened delivery time – which can be down from 4 hours to 45 minutes – keeps the supplies fresh and regular. This ‘Uber for blood’ is the result of a partnership between Zipline, a Silicon Valley robotics company, and the country’s health ministry.¹²³ Similarly, drones are transporting blood samples for HIV tests in remote areas of Malawi, and medical cargo drone flights have been tested in Peru.¹²⁴¹²⁵

Drones for humanitarian applications

UNICEF is collaborating with the government of Malawi on the first Drone Corridor for UAVs and humanitarian aviation in the world, launched in June 2017. The corridor allows global companies to work with local experts to build and test drones with a focus on humanitarian and development use. Solutions must follow the UNICEF innovation principles – that is, open source, open data, sharable, and designed for scale. The focus is on three main areas: imagery (for example, situation monitoring during a mudslide), connectivity (such as extending wifi signal), and transport (for example, vaccine delivery).¹²⁶ To maximise the benefits to local communities, such technologies can be paired with actions such as printing the detailed maps produced by the drone cameras onto waterproof material, and sharing them among community leaders.¹²⁷

Humanitarian drone response has also been tested elsewhere, such as in Peru following floods and the displacement of communities. Understanding impact typically requires inspection on the ground or by flying light aircrafts, and both methods are slow and expensive. In November 2017, Peru Flying Labs demonstrated the applicability of drones for this purpose to national and local government representatives, who in turn are responsible for activating the Peruvian armed forces on the ground. This was a clear example of drones augmenting the response operations, while maintaining community trust.¹²⁸ WeRobotics is developing AI and machine learning software to automate the analysis of aerial imagery of disaster-affected areas.¹²⁹

Air Shepherd, a pioneering group of conservationists, entrepreneurs and researchers, is using a high-tech combination of drones and AI to fight poaching. The drone's software is trained to identify images of poachers and animals. Air Shepherd has worked in South Africa, Zimbabwe, Malawi and Botswana, but hopes to expand to any location targeted by illegal poaching. The company has reported that flying drones does deter poachers.¹³⁰ In addition, the drones can benefit the rangers by providing additional protection during a potentially dangerous operation. Where conservation organisations can afford such technology, the rangers and drone team must be well co-ordinated, be able to make arrests, and save the animals.¹³¹·¹³²

¹²⁹ WeRobotics “Artificial Intelligence for Automated Data Analysis”, available at https://werobotics.org/portfolio/artificial-intelligence-for-automated-data-analysis
Drones for agriculture and healthcare

Drones can fly low over crops and provide data such as warnings of plant stress to farmers through near-infrared sensors, thus preventing crop losses and improving food security. Seeding, irrigation, diagnosing diseases, assessment of crop, soil and animal health, measuring plant number and height and estimating yield are just some of the agricultural activities a drone is well-suited to help with. Apps alert farmers to insufficient water, the presence of pests and a crop performing poorly. Drones are not as limited by geographical features as traditional forms of transport, such as road vehicles, and they can be used for small and fragmented land. In February 2018, the African Union published a Decision, requesting Member States to harness drones for agriculture. FAO in Myanmar is promoting the use of drones in agriculture to update maps, measure fields and crop health, with the objective of managing and reducing disaster risk.

Other agricultural applications may be much more country or region specific. For example, Sudan is facing extreme desertification, resulting in population displacement as communities seek habitable lands. Two Sudanese developers have invented a drone capable of planting the seeds of acacia trees, whose roots prevent massive sand movement. The drone’s other capability is remote agricultural sensing for plant health assessment. Unfortunately in this instance, the developers have cited sanctions against Sudan as barriers to obtaining equipment and technical support for the project.

The Sterile Insect Technique is an insect pest control method that deploys radiation, genetic modification, or some other method to sterilise male mosquitoes and reduce the population. The method has the benefit of not having to use pesticides, although there are concerns about releasing modified animals into the wild, especially more recently with genetic modification. Drones offer the possibility of large-scale and cost-efficient releases, also over densely populated areas. This application could be used to stop the spread of viruses such as Zika and dengue fever, for which Aedes aegypti, or the yellow fever mosquito, is responsible. Such a scheme has been tested in Brazil.
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Drones for mapping, monitoring, surveillance, and discovery

Mapping land boundaries is an important step in helping citizens register ownership. In many parts of Africa, boundaries are marked by planting hedges. Drones allow aerial mapping to be performed at a much higher spatial resolution than previously possible, and to capture frequent changes in land use.¹⁴¹ A project funded by the European Commission, its4land, is testing drones for this purpose in Kenya, Rwanda and Ethiopia. The plan is to expand to other African nations, and two pilots per country have been trained in France. The project is hoping to help distinguish between private, public or community land to foster economic growth and development, for example, by allowing landowners to get loans and for governments to tax them correctly.¹⁴² It is important to note that land ownership can be a highly sensitive issue in many countries, especially in the context of land redistribution.

Drones can be used for monitoring purposes, in ways that ensure funds are being spent appropriately and that help project managers stick to their schedule. In the Gauteng province, South Africa, drones are being used to monitor construction projects and dissuade workers from overstating supplies or ignoring safety regulations. The province has planned 340 community infrastructure projects for the next three years. They will be spending £250 million, and so are using the technology to help stay on schedule.¹⁴³ The use of drones and other technologies may help reduce the cost of corruption, which places an estimated 40% ‘inefficiency premium’ on the price of any project.¹⁴⁴

The potential applications for drones are multiplied when used in conjunction with other technologies, for example, AI. Researchers from Cambridge, UK and India are developing an autonomous drone surveillance system to identify violent individuals in public areas in real-time. Video footage is analysed by an algorithm trained to pick up ‘violent’ poses (currently strangling, punching, kicking, shooting and stabbing). The aim is to develop the algorithm further to avoid violent attacks altogether. The researchers report a 94% accuracy rate of detecting the poses, but this falls as the number of individuals in the frame increases. Furthermore, the technology was tested on volunteers who exaggerated their poses – in reality, the footage may be blurry and results less accurate. As with any surveillance application, questions are raised as to who will have access to the footage and permission to act on it.¹⁴⁵

As drones become smaller, cheaper and more self-organising, they will be able to fly around in large groups, like a flock of birds. Drone swarms are already being tested, particularly within the context of autonomous weapons, but they could be used to pollinate plants, monitor pipelines, and check confined spaces for survivors in the aftermath of an earthquake. While swarming drones are currently still in their infancy, researchers foresee them becoming as common to our environment as insects. At the other end of the size spectrum, large drones could be used to transport humans; companies, including Airbus, are testing ‘electric vertical take-off and landing’ vehicles, capable of carrying five passengers.

Challenges

News of planned initiatives exploring applications of drone technology appeared to climax in 2017, but there has been a notable lull this year. It may be that pilot studies have hit cost and regulatory barriers, preventing the scaling up from pilot stage of development to widespread use.

Drone technology is yet to be regulated by most countries around the world. This year, the Kenya Civil Aviation Authority released regulations for the commercial use of drones that are more than 2kg in weight, fly over 50 feet above the ground and are not fitted with a camera. The rules include obtaining and renewing a drone and pilot license. Since 2017, the Civil Aviation Administration of China (CAAC) has been giving the go-ahead for delivery companies to start sending packages to certain rural areas.

Trust in the technology is another issue, as people are wary of drones taking photos or films. To address this, the Zipline team in Rwanda has been attending town hall events to assure citizens that their drones are for delivery purposes only, and that cameras are only installed during test flights to map out routes.
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B.5 Blockchain and other distributed ledger technologies

Blockchain was invented in 2008 and refers to a digital ledger that records value transactions as blocks. Once recorded, the data in a given block cannot be altered retroactively without alteration of all subsequent blocks. The database is not stored in a centralised location, which protects it from corruption by a hacker, and means the network operates on a peer-to-peer basis. The blockchain was initially invented to serve as the public transaction ledger of the cryptocurrency bitcoin, but applications have spread to governance, identity management and more.¹⁵² ¹⁵³

Blockchain technology presents an opportunity to record assets, transfer value and track transactions in a decentralised manner. This can be particularly relevant for countries characterised by weak institutions, a lack of proper documentation and a low trust in government.¹⁵⁴ ¹⁵⁵ Records cannot be changed or deleted and the trail of transactions can be used for law enforcement and auditing purposes. Blockchain also presents an opportunity to fill gaps in missing infrastructure and to provide other services at a lower cost by cutting out the middleman.

A number of countries around the world have been proactive in exploring blockchain technologies in the past few years. On the African continent, Rwanda partnered with Swiss-based cybersecurity company WISeKey to establish its Blockchain and IoT Centre of Excellence in early 2017. It has since announced a collaboration with Microsoft. Uganda recently announced the creation of a task force, whose role will be to explore potential applications of the technology.¹⁵⁶ The Democratic Republic of Congo is aiming to launch a pilot scheme to track cobalt’s journey from artisanal mines. The aim is to ensure that the cobalt – a battery component of products such as iPhones – has not been mined by children. Each sealed bag of cobalt would get its own digital tag and be entered onto a blockchain with a mobile phone, together with details of weight and time, and so on. This process would be repeated at each stage of the supply chain, and the scheme would initially be closely monitored by various organisations.¹⁵⁷ Businesses are looking at cryptocurrencies as an alternative medium for carrying out cross-border trade, or in response to unstable domestic economies. For example, BitPesa allows Africans living abroad to send money home at a cheaper rate.¹⁵⁸ However, the likelihood of widespread adoption is low, in part because cryptocurrencies cannot be converted into local currencies.¹⁵⁹

¹⁵³  ibid.
Blockchain for registering land and identity documents

Two of the most popular applications to date are for property registries and basic legal digital documents. Many people in LMICs do not have an identity document, which can prevent them from setting up a bank account or voting. A birth certificate can facilitate an individual’s access to education and inheritance. This and other identity documents also provide assurance for government departments and aid charities – for example, as a way to verify that funds are being given to the right person. They are also able to collect data about individuals and communities, and direct resources accordingly, even in remote areas.¹⁶⁰ Blockchain is already being trialled for the delivery of international aid, to help ensure that funds reach the right beneficiaries. In 2017, Disberse, a fund management platform, distributed funds from a UK NGO to a Swazi NGO, and then on to four local schools. The donor saved 2.5% on transfer fees, which translated into schooling three more girls for one year. In 2017, the World Food Programme ran a pilot scheme in Pakistan where two pieces of information were recorded on a private blockchain to distribute funds to refugees: their entitlement; and a unique identification number, linked to biometric data. The platform removes the need for an intermediary bank; money therefore does not need to be sent in advance, and a large proportion of fees are eliminated.¹⁶¹

In 2016, the Republic of Georgia began trialling a blockchain-based database for registering land titles. The partnership with cryptocurrency technology company, Bitfury, now covers the sale of land titles and the registration of new ones, as well as mortgages, rentals and notary services.¹⁶² Transactions can be executed in a matter of minutes via smartphone app at the property in question, consequently reducing operational costs by up to 90%.¹⁶³ Each land title has its own unique identification code, which is uploaded to multiple public databases. A change to the original document would therefore mean mismatching copies, triggering an alert. The legal owner has sole access to the key that can be used to transfer ownership; the blockchain industry and regulators still need to decide on a standard procedure in the event of a lost key.¹⁶⁴¹⁶⁵ Prior to the initiative, only 25% of land in the country was registered, and property disputes were common in the chaos that followed the fall of the Soviet Union. There are now more than 1 million uploaded documents, and Georgia’s National Agency of Public Registration is looking into implementing smart contracts.

¹⁶⁰ ibid.
Similar projects are underway in African countries, with plans to expand in the next 5 years.¹⁶⁶ In Ghana, the startup Bitland has begun helping farmers register their land online, following interviews with them, their neighbours and chiefs to determine ownership. Prior to this process, 80% of Ghanaian landowners lacked title, and oral agreements were the norm. A Blockchain Masterclass initiative in Ghana aims to grow awareness of the technology and its benefits with regards to solving land challenges in Africa.¹⁶⁷ Real estate company, Land LayBy Ghana, is seeking to scale and develop the solution with other partners.

Kai Schmidt and Philipp Sandner, authors of the article Solving Challenges in Developing Countries with Blockchain Technology, identify various benefits for citizens who register their real estate, including using it as collateral, and being incentivised to invest in their property. This in turn indirectly lowers fertility rates and improves child education levels. Clear ownership allows companies and governments to contact the owners of real estate when, for example, building a facility nearby. The financial impact on business and individuals is thus considerable. Before any of this can be implemented, however, disputes over ownership must be resolved; other technologies such as satellite imagery and drones can help with this.¹⁶⁸

Some other blockchain applications include:

- **Budget-tracking** could help tackle corruption at a local level. Although money can be redirected, blockchain monitors all the transaction details, from the transaction amount and time to the receiver. At a government level, ministries would be able to track expenditure and analyse budgets, providing a more detailed overview of impact.¹⁶⁹

- **Microfinance through peer-to-peer lending** helps to tackle financial exclusion. Small and medium-sized enterprises (SMEs) can represent the vast majority of a country’s businesses – 96% in Nigeria for example – but new entrants and startups find it incredibly difficult to access loans from banks. In 2017, German peer-to-peer (P2P) lender, Bitbond, and Bitcoin-based mobile payments provider, BitPesa, announced an initiative connecting individuals and investors with small businesses in Kenya, Nigeria, Tanzania and Uganda.¹⁷⁰

- **Smart contracts** provide programmable agreements, with predefined rules and penalties, which make automatic payouts between two parties once certain criteria have been met. These contracts are secured in the blockchain as ‘self-executing contractual states’, which eliminates the risk of relying on others to follow through on their commitments. For
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¹⁶⁹ ibid.

example, a smart contract can be set up between a council and a local tradesman who is responsible for repairing a pothole. The tradesman would receive payment automatically upon uploading a photo of the completed project. However, challenges include working out how the system reads the criteria – in this case how it would distinguish between a poorly- or well-repaired pothole, and how to allow for renegotiation.

**Distributed governance**, where digital voting circumvents obstacles such as distance and election fraud. Individuals would have their own anonymous key that allows them to cast a vote.

Lucas Zaehringer, a blockchain enthusiast based in Germany, has set up Positive Blockchain. This is a database of 500 projects that use blockchain technologies to generate positive social impact, and a platform to link various stakeholders, from startups to governments and NGOs. He is confident in blockchain’s capacity to become mainstream in the next five to ten years, as the technology relies on pre-existing infrastructure, namely mobile phones and the internet.¹⁷¹

**Challenges**

For citizens to be incentivised to use blockchain solutions, they must first understand the benefits of registering land or the birth of their child. This may be tricky if populations have survived, and even thrived, without such documentation for generations.¹⁷² Nairobi-based real estate firm Land Layby Group envisages rewarding correct entries of land registration with tokens, although these would only have nominal value at present.¹⁷³ Such initiatives may need to be upgraded to actual monetary payment if the technology is to gain any traction.

As with most new digital technologies, blockchain relies on accurate data, digitalised registries and reliable digital identities. The information uploaded on the blockchain in the first place must be accurate, so it is reasonable to suggest that mechanisms for data validation are necessary. Some would argue, however, that demanding regulatory oversight in the form of data entry vetting negates the very feature that makes the blockchain so attractive, namely the lack of a central regulator. Developing governance models that balance blockchain’s decentralised and private nature with overseeing standards such as data vetting remains a challenge.

¹⁷¹ Interview with Lucas Zaehringer, 12 June 2018
The lack of regulatory oversight means that cryptocurrencies can be a risky investment. For example, Central Banks do not offer any recourse to investors who lose money on cryptocurrencies. Finally, the running of the complex algorithms associated with cryptocurrency mining require large amounts of computational power; the energy spent on mining Bitcoin alone in 2017 surpassed the average electricity consumption of 159 countries.¹⁷⁴–¹⁷⁶

B.6 Quantum Computing

Of the technologies discussed in this paper, quantum computing is perhaps at once the most speculative and the most potentially paradigm-shifting. Quantum computers are devices that solve problems using the counterintuitive rules of quantum physics, such as superposition and entanglement (Box 1). Unlike ordinary classical computers – which only store information in ‘bits’ that are zeros or ones – quantum computers use ‘qubits’ that can be a mixture of both one and zero at once, thanks to superposition and entanglement. This theoretically allows a quantum computer to process a vast number of calculations simultaneously, as the qubits responsible for the calculations can use ones, zeros, and ‘superpositions’ of ones and zeros. Therefore, certain difficult tasks, long thought to be impossible for classical computers, could be achieved quickly and efficiently by a quantum computer.¹⁷⁷

The potential applications of such a step change in how computing occurs are vast, but it is important to emphasise that there are significant scientific, theoretical, and engineering challenges that need to be overcome before this potential is realised. However, many in the field are confident that these applications will begin to come on stream by the 2040s.

There are four main areas of application for quantum computing. The one that receives most attention is cryptography. The fact that it is extremely difficult for a classical computer to find the prime factors of a very large number forms the basis of much present day cryptography. For example, credit card number encryption relies entirely on the fact that this factoring problem is difficult.¹⁸⁰ Quantum computation could allow the development of novel encryption techniques, as well as allowing the cracking of traditional encryption methods, with implications for cybersecurity and intelligence. In fact, work is already underway to develop so-called ‘post-quantum’ cryptography protocols that would be resistant to decryption attempts by quantum computers. Such protocols, when developed, will likely entirely replace the existing major protocols (Transport Layer Security [TLS] and its predecessor, Secure Sockets Layer [SSL]).

Another complex problem that would benefit from the development of quantum computers is the modelling of chemical reactions. Classical supercomputers struggle with modelling the behaviour of complex molecules (such as proteins) or dynamic processes over time (such as reactions). On the other hand, quantum computing could allow us to model, and thus better understand, complex chemical reactions, leading to the development of new industrial chemicals and new medicines.

**Box 1: A brief explanation of the physics behind quantum computing**

Niels Bohr, the Nobel prize-winning Danish physicist who is known as the ‘Father of the Atom’ for his seminal work on atomic structure and quantum physics, famously said: “Anyone who is not shocked by quantum theory has not understood it.” To this day, quantum physics retains an air of impenetrability to the lay observer, even though its strangest predictions have been repeatedly experimentally proven.¹⁷⁸ Briefly, quantum theory is the theoretical basis of modern physics that explains the nature and behaviour of matter and energy on the atomic and subatomic level. On these scales, particles exhibit properties that cannot be observed at the larger scales human beings normally experience.

One such property is that of **superposition**. This refers to the statistical concept that, at the quantum scale, particles exist across all possible states (in terms of their position, speed, or energy level) at the same time, with a probability associated with each state. This superposition of states exists until the particle is ‘observed’ or ‘measured’. A well-known analogy that has been used to discuss the implications of superposition is that of Schrödinger’s cat.¹⁷⁹ It is superposition that allows the qubits in quantum computers to be in both a ‘0’ and a ‘1’ state at once.

Another property is **entanglement**. Dismissed by Albert Einstein as “spooky action at a distance”, quantum entanglement refers to the fact that, if two quantum systems interact, it becomes impossible to measure the features of one system (such as its position, momentum and polarity) without instantly observing the same features in the other, even if the two systems are separated across a distance of thousands of light years. In quantum computers, entanglement allows a number of qubits to exist in strongly correlated states, increasing their computational power.

The potential applications of such a step change in how computing occurs are vast, but it is important to emphasise that there are significant scientific, theoretical, and engineering challenges that need to be overcome before this potential is realised. However, many in the field are confident that these applications will begin to come on stream by the 2040s.

There are four main areas of application for quantum computing. The one that receives most attention is cryptography. The fact that it is extremely difficult for a classical computer to find the prime factors of a very large number forms the basis of much present day cryptography. For example, credit card number encryption relies entirely on the fact that this factoring problem is difficult.¹⁸⁰ Quantum computation could allow the development of novel encryption techniques, as well as allowing the cracking of traditional encryption methods, with implications for cybersecurity and intelligence. In fact, work is already underway to develop so-called ‘post-quantum’ cryptography protocols that would be resistant to decryption attempts by quantum computers. Such protocols, when developed, will likely entirely replace the existing major protocols (Transport Layer Security [TLS] and its predecessor, Secure Sockets Layer [SSL]).

Another complex problem that would benefit from the development of quantum computers is the modelling of chemical reactions. Classical supercomputers struggle with modelling the behaviour of complex molecules (such as proteins) or dynamic processes over time (such as reactions). On the other hand, quantum computing could allow us to model, and thus better understand, complex chemical reactions, leading to the development of new industrial chemicals and new medicines.


Quantum sensing is another potential application of this technology. Quantum physics allows the development of entirely new modalities of sensors, such as detectors that can be placed within living cells and measure magnetic field and temperature without affecting the cell’s function. Such sensing abilities could open up whole new areas of research and improve understanding of biological processes in hitherto unimaginable ways.

Another area of quantum computing is quantum communication, or quantum networking. Through the entanglement of qubits across quantum computers, rather than within a single computer, whole networks of such computers could be created, allowing the development of a ‘quantum internet’. One immediate opportunity for this is the generation and instant sharing of certifiably random numbers, which have multiple applications in computing, such as in encryption.¹⁸¹ ¹⁸²

B.7 Brain-computer interfaces (BCIs)

BCIs – also known as brain-machine interfaces or neural-control interfaces – are devices that convert messages carried by an individual’s nervous system into commands that can control external software or hardware such as a computer or robotic arm.¹⁸³ These interfaces can be invasive, where electrodes have to be surgically implanted in the recipient, or non-invasive, where sensors that detect brain activity are placed on the scalp. A lot of BCI research thus far has focused on restoring function to people who have severe motor or sensory disabilities. In Stanford, a BCI has been developed that allows researchers to ‘see’ the movement intentions of paralysed patients from their brain signals, allowing them to control a tablet device wirelessly and to type messages on it.¹⁸⁴ Bidirectional communication with BCIs is also possible. Researchers at the University of Pittsburgh, for example, have developed a system that uses signals recorded inside the brain to control a robotic arm, as well as allowing the user to experience the sensation of touch when they are picking up objects.¹⁸⁵ Very early versions of bionic eyes for people with severe vision impairment have been


deployed commercially, and improved versions are undergoing human trials.\textsuperscript{186} \textsuperscript{187} Although the technology has made phenomenal strides forward in the last 50 years, it is important to remember that a lot of research and improvements are still needed before its use becomes more widespread. For example, bionic eyes offer very low-resolution vision and when BCIs produce movements, they are currently much slower, less precise and less complex than what able-bodied people do easily every day with their limbs.

Looking to the future, many researchers are working to develop BCIs that augment human capacity, rather than simply assist it. Perhaps the most famous startup that has this goal is Elon Musk’s Neuralink, which has the stated aim of helping human beings merge with software to keep pace with advancements in AI.\textsuperscript{188} Braintree co-founder Bryan Johnson has founded Kernel, a startup that is attempting to develop chips that can be implanted in the brain. Although the technology is likely to be many decades away, their first goal is to reverse the effects of neurodegenerative diseases such as Parkinson’s disease and Alzheimer’s disease, and ultimately to increase the memory and processing capacity of the brains these chips are implanted in.\textsuperscript{189} \textsuperscript{190} Even more speculatively, one can envisage a situation where human operators use BCIs to operate complex machinery situated very far away, perhaps even on a mining mission on the moon or on Mars. This may revolutionise space exploration.

B.8 Data Storage

Novel methods of data storage are being developed to deal with the problem of the exponential rise in the amount of data being generated by human beings. Greater capacity and performance are constantly required, alongside lower running costs and less physical space occupied by the storage devices. Clearly, any technology that significantly reduces the costs of storing data may be of significant benefit to emerging economies.

Helium-filled hard drives have lately been pushing the capacity boundaries of hard drives, which are typically filled with air. Helium provides less resistance to the spinning of the hard drive than air, meaning that helium-filled drives use less power and run cooler. In 2015, Western Digital announced the world’s first 10TB hard drive, made possible through the use of helium.\textsuperscript{191} Although in development for some time, the technology is still comparatively expensive, costing around $0.068 per GB compared to around $0.03 per GB for standard hard drives.

\textsuperscript{187} Oxford Biomedic Research Centre (2016) “Bionic eye” to feature on ITV documentary”, available at https://oxfordbrc.nihr.ac.uk/bionic-eye-to-feature-on-itv-documentary
Shingled magnetic recording (SMR) is another development of hard drive technology. Data tracks on the drive are recorded closer together, overlapping one another like shingles on a roof, allowing more data to be written to the same space. Importantly, traditional reader and writer elements can be used for SMR, meaning that this technology does not require significant new production capital to be used in a product, keeping costs low. The trade-off at the moment is in performance, as SMR drives are currently slower than traditional drives.

Perhaps the strangest new storage technology of the future is DNA. In 2012, researchers at Harvard were able to encode DNA with digital information, including a 53,400-word book in HTML, 11 JPEG images, and one JavaScript program. The main advantages of DNA as a data storage medium are its superior storage density (2.2 petabytes per gram, which means that a DNA hard drive about the size of a teaspoon could fit all of the world’s data on it), and its stability, which translates into longevity. The technology is currently too expensive, and the reading/writing processes take too long, for it to be used routinely.

Other researchers are attempting more prosaic approaches to reducing the costs of running data centres. Microsoft recently announced Project Natick, which involves situating a data centre underwater off the Scottish coast. It is hoped that the sea will provide a natural coolant. For this attempt, the data centre comprises 12 racks with 864 servers and 276 petabytes of storage, and researchers aim to have it in place for 5 years. The longest Microsoft have maintained an underwater data centre thus far is for 5 months, so this would represent a significant improvement in the technology.

Besides the costs of data storage, those of data transfer also need to be kept in mind. These include maintenance of the required infrastructure, employing skilled maintenance staff, and the cost of the electricity needed to transmit data. The latter is a frequently underappreciated cost. Google’s Cloud infrastructure alone used 260 million watts in 2011, more than the whole of Salt Lake City in the same period. A smartphone streaming an hour of video on a daily basis uses as much electricity as a new refrigerator.
Although the patchwork nature of internet infrastructure makes exact measurements difficult, it is clear that data transfer costs have fallen by 15% to 50% year-on-year over the last two decades. Nowadays, most reports place the estimated cost of moving data over existing infrastructure in high-income countries at less than $0.01 per gigabyte.¹⁹⁸

The picture in LMICs is less clear. We have found no evidence that any novel methods of data transmission are being developed at the moment that LMICs could capitalise on to bring costs down. Our recommendation to policymakers would therefore be to invest in reducing the costs of electricity generation and of the maintenance of existing infrastructure, in order to bring down the costs of data transmission for their areas.

B.9 Novel Forms of Connectivity

One of the consequences of more widespread dissemination of the IoT is a massive increase in the amount of unstructured data that will be generated and carried by networks across the globe. This will also happen as more people – including in LMICs – become connected to the internet. Therefore, mobile and other networks around the world will need to be upscaled in order to cope with this increase in transmitted data.

There are various approaches to increasing the capacity of consumer mobile, standard internet, and internal enterprise networks. In traditional networks, the functionality of the network mainly depends on its hardware, such as switches and routers. Therefore, the performance of the network depends almost exclusively on the performance of the hardware. Working on the network thus involves highly skilled technicians, who are trained in the use of network hardware devices from multiple different vendors, manually configuring multiple devices on a device-by-device basis. This is time-consuming and prone to error. Moreover, this configuration approach makes it much more complex for an administrator to deploy a consistent set of policies across a large network (as individual technicians working on their own part of the network may implement their own ‘fixes’). As a result, organisations are more likely to encounter problems such as network failure and security breaches. Lastly, the addition of new devices to traditional networks, such as smart IoT devices, is a major undertaking. The simplest option is to allow any new device that is added to have access to the whole network. However, this carries security implications, as smart IoT devices are targets for hacking, and if one such device is breached, then the whole network is breached. A solution is to implement network segmentation, such that new devices added to the network are only given access to part of the network, but this is difficult to configure in traditional networks because of the reliance on multiple individual pieces of hardware to deliver network functionality.¹⁹⁹

Software-defined networking (SDN) is an emerging technology that may help overcome these difficulties. In essence, the ‘overall control’ of the network is not disseminated among multiple hardware devices as in traditional networks, but is ‘abstracted’ to a centralised software application.

Thus, the hardware simply deals with transferring data from one site to another, while the software determines where the data is sent. Because the control of the network is centralised and is based on software, it becomes much easier for network technicians to manage. Rather than configurations being executed on a manual, device-by-device basis, SDN allows the automation of this process, enabling an administrator to manage the entire network as if it were a single device. This increases configuration accuracy and consistency, and allows administrators to change configurations much quicker. Rather than having a network with multiple patches and fixes applied to different hardware appliances by different technicians over the lifetime of the network, SDN allows a standardised approach to be used across the whole network. This has allowed the development of cloud data centres.

Moreover, SDN allows control of data flow via multiple paths across the network from source to destination. The central control software allows the data flow to be split across multiple nodes, meaning that network performance and scalability can be enhanced.

An alternative, but related, approach is network function virtualisation (NFV). The concept of server virtualisation has been around since the 1960s. At the most basic level, it involves the use of a type of software called a ‘hypervisor’ to run multiple operating systems and applications on a single physical server. Thus, multiple servers exist and function on a single physical machine. This allows a single physical server to deal with multiple types of workload at the same time – such as databases, file sharing, graphics virtualisation and media delivery. As a result, many different network equipment types can be consolidated onto industry-standard high volume servers, switches and storage. This circumvents the problems created by the large and increasing variety of proprietary hardware network appliances.

SDN and NFV can help address the problem posed by increased capacity demand of mobile traffic. Moreover, by reducing the reliance on multiple expensive proprietary hardware platforms, they reduce capital expenditure and operational costs. Many mobile operators and internet service providers have recognised this potential, and investments in SDN and NFV technologies worldwide are projected to increase by 54% between 2018 and 2030, eventually reaching over $20 billion.
Ultra wideband (UWB) – also known as digital pulse wireless – is a wireless technology for transmitting large amounts of digital data over a wide spectrum of frequency bands with very low power for a short distance. UWB radio can carry a huge amount of data over a distance up to 230 feet at lower power than standard radio transmissions. It also has the ability to carry signals through doors and other obstacles that tend to reflect signals at more limited bandwidths and at a higher power.²⁰⁵ UWB has potential applications in voice and data transmission, as it allows low-powered and relatively low-cost signals to carry information at very high rates within a restricted range. It can also be used in applications involving radar, in which the signal penetrates nearby surfaces but reflects those that are farther away, allowing objects to be detected behind walls or other coverings.

The requirements of IoT have also driven the emergence of another new wireless communication technology: low-power wide area network (LPWAN). Its main characteristics are low-power, long-range, and low-cost communication, meaning it is gaining popularity in industrial and research communities. LPWAN provides long-range communication up to 10–40 km in rural zones and 1–5 km in urban zones, but at the cost of low bandwidth: most LPWAN technologies can only send less than 1,000 bytes of data per day or less than 5,000 bits per second. A comparison of LPWAN and other wireless networks, in terms of their bandwidth and range, is provided in Figure 1. These promising aspects of LPWAN have prompted recent experimental studies on its performance in outdoor and indoor environments. The studies have found that this technology is highly suitable for applications that only need to transmit tiny amounts of data in long range.²⁰⁶

Figure 1: How does LPWAN technology compare to other wireless networks in terms of bandwidth and range?

Source: Image adapted from McClelland, C. (2017)²⁰⁷

As seen in Figure 1, LPWAN is ideal for situations where devices need to send small data bundles over a wide area.²⁰⁸

An interesting development in mobile telephony is ‘Long Term Evolution (LTE) Direct’. LTE is a well-established 4G mobile communications standard that smartphones use to communicate with mobile network towers. With LTE Direct, phones are now able to communicate directly with other mobile devices and with ‘beacons’ located in shops and other businesses. This technology has a range of up to 500 meters, far more than either wifi or Bluetooth. It may allow smartphones to automatically discover nearby people, businesses, and other information, meaning that it can potentially allow new means of delivering targeted promotions or advertising. A beacon installed in an airline check-in desk, for instance, might offer information on delays to people nearby who are booked on an affected flight. LTE Direct could also help solve the problems that occur when a large number of mobile devices are trying to connect to the same mobile network tower.²⁰⁹

B.10 Classification of Applications

Table 1 classifies the potential applications of each technology described in this report according to their stage of development:

i.) **Pilot or early stage**: application at initial phases of testing in real world situations (we have tried to limit examples to LMICs and not developed countries);

ii.) **Experimental**: application technically feasible and/or undergoing initial, experimental testing;

iii.) **Speculative**: application not currently technically feasible but likely to be so in ten or more years.

We have included applications that are in experimental or speculative stages of development in high-income countries, but not in widespread use. Furthermore, while we have named countries where the applications may be found, the lists are not exhaustive.

²⁰⁸ Note: 802.11x, 802.15.x: wireless network standards created and maintained by the Institute of Electrical and Electronics Engineers LAN/MAN Standards Committee; 2G to 5G: ‘generations’ of mobile telecommunication standards; BLE: Bluetooth Low Energy; RFID: radio-frequency identification; NFC: near-field communication; WBAN: wireless body area network; WPAN: wireless personal area network.

<table>
<thead>
<tr>
<th>Technology</th>
<th>At pilot or early stage</th>
<th>At experimental stage</th>
<th>At speculative stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
</tr>
<tr>
<td>AI</td>
<td>- Unmanned tractors (China, Uganda)</td>
<td>- Automated fruit pickers (US, UK)</td>
<td>- Responsive, iterative, automated development and deployment of economic policy</td>
</tr>
<tr>
<td></td>
<td>- Crop and livestock monitoring systems (China, Uganda, Vietnam)</td>
<td>- Autonomous vehicles on roads (cars, lorries)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- AI-driven creditworthiness assessment (Dominican Republic, Nigeria, Kenya)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Automated warehouses (China)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human development</td>
<td>- Personalised education tools (South Africa)</td>
<td></td>
<td>- Personalised healthcare based on genomic analysis</td>
</tr>
<tr>
<td></td>
<td>- AI-based health assessment tools, e.g. Babyl (Rwanda)</td>
<td></td>
<td>- Fully autonomous robotic care workers</td>
</tr>
<tr>
<td>Quality of government</td>
<td>- Facial recognition technology in policing (China, South Africa)</td>
<td>- AI-based automated translation and voice recognition systems (also relevant to ‘Economy’ and ‘Human development’)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Machine learning for anti-recidivism policy (Columbia)</td>
<td>- AI-based crisis prediction and management, e.g., impact on expected migration flows,</td>
<td>- Automated sentiment analysis of social media for ongoing polling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>food supply</td>
<td></td>
</tr>
<tr>
<td>The Internet of Things</td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
</tr>
<tr>
<td></td>
<td>- Industrial IoT (China)</td>
<td>- IoT-enabled precision agriculture</td>
<td>- Country-scale IoT: real-time information about economic production/activity</td>
</tr>
<tr>
<td>Human development</td>
<td></td>
<td>- Infrastructure management, e.g. bridges</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Human development</strong></td>
<td><strong>Human development</strong></td>
<td><strong>Human development</strong></td>
</tr>
<tr>
<td></td>
<td>- Smart cities (Mexico, China, India – also relevant to ‘Economy’)</td>
<td>- Smart hospitals and clinics</td>
<td>- Global-scale IoT</td>
</tr>
<tr>
<td></td>
<td>- Solid waste management (India)</td>
<td>- Smart homes</td>
<td>- Smart materials</td>
</tr>
<tr>
<td></td>
<td>- Pollution, air quality management (India, China)</td>
<td>- Smart greenhouse</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Utilities management (China)</td>
<td>- Smart vehicles</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Traffic management (India, China)</td>
<td>- Smart water and sewage system for tracking disease, water quality</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- ColdTrace vaccine refrigerator (Mozambique)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of government</td>
<td><strong>ShotSpotter gunshot detection (South Africa)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Augmented &amp; Virtual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reality</td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
</tr>
<tr>
<td></td>
<td>- AR- &amp; VR-enabled training and education, e.g., surgery, engineering (South Africa)</td>
<td>- AR-enabled maintenance of city assets</td>
<td>- VR-enabled empathy with groups, e.g., women and children</td>
</tr>
<tr>
<td></td>
<td>(also relevant to ‘Human Development’)</td>
<td>- AR- and VR-enabled tourism</td>
<td>- VR-facilitated peacekeeping by introducing the ‘other’</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- AR-enabled business interaction</td>
<td></td>
</tr>
<tr>
<td>Human development</td>
<td><strong>Human development</strong></td>
<td><strong>Human development</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- VR-enabled humanitarian awareness &amp; funding (Jordan, Syria)</td>
<td>- AR-enabled emergency response tools</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- AR-enabled public health tools, e.g. choose cleanest transport option</td>
<td></td>
</tr>
<tr>
<td>Quality of government</td>
<td><strong>Quality of government</strong></td>
<td><strong>Quality of government</strong></td>
<td><strong>Quality of government</strong></td>
</tr>
<tr>
<td></td>
<td>- E-governance through AR-enabled devices</td>
<td>- AR-enabled civic participation, e.g. town hall meetings</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- VR-President for the Day experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Drones</strong></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
<td><strong>Economy</strong></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Cargo delivery (China)</td>
<td>Drone-enabled internet access (also relevant to ‘Human development’)</td>
<td>Swarming drones, e.g. for crop pollination, emergency response</td>
</tr>
<tr>
<td></td>
<td>Crop monitoring (Myanmar)</td>
<td>Drone-enabled crop planting (Sudan)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monitoring of construction projects (South Africa)</td>
<td>Drone taxi (Dubai, USA)</td>
<td></td>
</tr>
<tr>
<td>Human development</td>
<td>Crisis monitoring and response (Peru, Malawi)</td>
<td>Anti-poaching monitoring (South Africa, Zimbabwe, Malawi, Botswana)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pest control (Brazil)</td>
<td>Land boundary mapping (Kenya, Rwanda, Ethiopia)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delivering medical supplies e.g. Uber for Blood (Peru, Rwanda)</td>
<td>Surveillance e.g. of crowds (India)</td>
<td></td>
</tr>
<tr>
<td>Quality of government</td>
<td>Anti-poaching monitoring (South Africa, Zimbabwe, Malawi, Botswana)</td>
<td>Land boundary mapping (Kenya, Rwanda, Ethiopia)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surveillance e.g. of crowds (India)</td>
<td>Human development</td>
<td></td>
</tr>
<tr>
<td>Blockchain</td>
<td>Cryptocurrency (Kenya)</td>
<td>Smart contracts</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Microfinance, e.g. peer-to-peer lending (Kenya, Nigeria, Tanzania, Uganda)</td>
<td>Quality of government</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Budget-tracking for governments</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identity documents, e.g. register birth via smartphone</td>
<td></td>
</tr>
<tr>
<td>Human development</td>
<td>Human development</td>
<td>Quality of government</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Human development</td>
<td>Human development</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Marine tracking (Republic of Congo)</td>
<td>Land registry (Georgia, Ghana)</td>
<td></td>
</tr>
<tr>
<td>Quality of government</td>
<td>Land registry (Georgia, Ghana)</td>
<td>Budget-tracking for governments</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identity documents, e.g. register birth via smartphone</td>
<td></td>
</tr>
<tr>
<td>Quality of government</td>
<td></td>
<td>Quality of government</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distributed governance, e.g. digital voting</td>
<td></td>
</tr>
<tr>
<td>Quantum computing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Economy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quantum cryptography (also relevant to ‘Quality of Government’)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modelling of chemical reactions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quantum sensors (also relevant to ‘Human development’)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quantum communication</td>
<td></td>
</tr>
<tr>
<td>Brain-computer interfaces</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Economy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Remote control of machinery in mining, search and rescue, space exploration</td>
<td></td>
</tr>
<tr>
<td>Human development</td>
<td>Restoring function to people who have severe motor or sensory disabilities (US)</td>
<td>Human development</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reverse the effects of neurodegenerative diseases such as Parkinson’s disease and Alzheimer’s disease (US)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increase memory and processing capacity of human brains</td>
<td></td>
</tr>
<tr>
<td>Data storage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Economy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DNA storage technology</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Underwater data centres (California, Scotland)</td>
<td>Helium-filled hard drives</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shingled magnetic recording</td>
<td>DNA storage technology</td>
<td></td>
</tr>
<tr>
<td>Novel forms of connectivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Software-defined networking</td>
<td>Network function virtualisation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Network function virtualisation</td>
<td>Ultra wideband</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low-power wide area network</td>
<td></td>
</tr>
</tbody>
</table>


Section C: Conclusion and Recommendations

"It is difficult to make predictions, especially about the future." — Niels Bohr
"The best way to predict the future is to create it." — Peter Drucker

For this paper, we undertook a detailed literature review, and conducted interviews with experts including academics, entrepreneurs, and policymakers. Our aim was to understand what the potential applications for digital technology are in LMICs.

In Section B, we discussed the main applications of seven emerging technologies in these countries, and outlined whether these are at pilot stage (where the application has moved beyond initial experiments and is being trialled 'in the field' at small scale), experimental (where the application is technically feasible, and/or is undergoing initial testing), or speculative stage (where the technology does not yet exist to develop this application).

Recommendation 1: Problem-focused approach

The aphorisms attributed to Niels Bohr and Peter Drucker above demonstrate the challenges inherent in such a task, as well as a potential way forward for policymakers faced with choices on which technologies to explore on behalf of their countries. We would urge policymakers to avoid focusing exclusively on the technical capabilities of a technology; it is important not to lose sight of the people who the technology was designed to help, and their needs. Many of our contributors repeated the need to customise applications for the local context, and to avoid parachuting in less relevant solutions from developed countries. For example, ride-sharing platforms, such as Uber, offer a good mobility solution, as many people in LMICs cannot afford to buy their own car. Self-driving cars however, may be less suitable, as they rely on infrastructure such as straight, well-marked roads, which are often lacking.

We would suggest that policymakers:

1. Take the challenges that their country and people face as the starting point and focus on addressing these problems. Understanding citizens’ problems is obviously ‘bread and butter’ for politicians and civil servants. So, it could appear that it is more important to keep falling in love with the ‘problem’, rather than falling in love with the ‘solution’.

2. Identify the existing technologies that can be applied to solving identified problems. Policymakers can also explore how to adapt existing technologies to be able to solve these problems (rather than vice-versa).

3. Understand and tackle the challenges that prevent the application of these technologies at scale. This way, policymakers can create the ecosystem in which the potential benefits that may follow from the use of these technologies are maximised.
Recommendation 2: Focus on the most impactful and most mature technologies

We have described more than 80 potential applications of seven emerging technologies in this paper, at varying stages of development. In order to assist policymakers in determining which of these applications are likely to achieve high levels of impact, and which are also more feasible, we have undertaken a semi-quantitative ranking exercise. The three authors independently scored all 83 applications in three domains (‘number of people impacted by field’, ‘significance of impact of field on human wellbeing’, and ‘importance of this application within the field’).²¹⁰ ²¹¹ A mean score was calculated for each domain. A mean was then calculated for these three domain scores, giving an impact rating ranging from 1 (least impactful) to 3 (most impactful) for each application (see Appendix 2). For likelihood, the scoring was based on the assessment outlined in Table 1.²¹² Therefore, each application was given two scores, one for impact ranging from 1 to 3, and one for likelihood ranging from 1 to 3. We used these scores to clearly identify three important categories of application: high-impact pilot applications, high-impact experimental, and high-impact speculative. We have listed the top 15 applications in Table 2.

Table 2: The top 15 applications

<table>
<thead>
<tr>
<th>High-impact pilot applications</th>
<th>High-impact experimental applications</th>
<th>High-impact speculative applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>• AI-based crop and livestock monitoring</td>
<td>• IoT-enabled smart hospitals and clinics</td>
<td>• AI-based responsive, iterative, automated development and deployment of economic policy</td>
</tr>
<tr>
<td>• AI-based personalised education via online/digital tools</td>
<td>• IoT-enabled precision agriculture</td>
<td>• AI-based personalised healthcare based on genomic analysis</td>
</tr>
<tr>
<td>• AI-based health assessment tools, e.g. Babylon</td>
<td>• IoT-enabled smart water and sewage system for tracking disease, water quality</td>
<td>• Country-scale IoT: real-time information about economic production/activity</td>
</tr>
<tr>
<td>• IoT-enabled smart cities</td>
<td>• AI-based crisis prediction and management, e.g. impact on migration flows, food supply</td>
<td>• Drone-enabled land boundary monitoring</td>
</tr>
<tr>
<td>• Drone-enabled crop monitoring</td>
<td>• AI-based automated translation and voice recognition systems</td>
<td>• Drone-enabled crop monitoring</td>
</tr>
<tr>
<td>• Blockchain-supported identity documents</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

²¹⁰ The term ‘field’ in this context refers to a broad field of human activity, eg agriculture, healthcare, manufacturing.
²¹¹ Each application was scored from 1 to 3 in each domain, where 1 denoted least significant/impactful, and 3 most significant/impactful.
²¹² An application in pilot phase was scored 3, in experimental phase scored 2, and in speculative phase scored 1.
The majority of these applications are in the fields of healthcare and agriculture. This reflects the significant gains that can be made in LMICs by the use of technology in these often underdeveloped and critical sectors. In these cases, we predict that technology could help significantly increase productivity and efficacy of healthcare and agricultural methods, leading to better overall health and well-being in these populations (although, as noted previously, some applications may be less well-suited to small-scale farming). Secondly, the majority of these applications use AI, reflecting the relative maturity of this technology and its readiness to deliver significant impact in these countries.

**Recommendation 3: create an enabling environment by tackling overarching challenges**

We have detailed the specific challenges that stand in the way of the application of each of the seven emerging technologies. However, a number of overarching challenges emerge from our analysis of the use of technology in LMICs. Some of these challenges are more technical in nature, while others are more socio-political.

**Data**

Data is a driver for development, and it has been a constant reference throughout this report, especially as a challenge to various technologies. To reiterate, as we continue to generate increasing volumes of data, various gaps need to be filled. Individuals are both consumers and producers of data, and tensions around control and ownership should be addressed. Individual concerns around privacy and consent need to be balanced with human rights, national security, and other issues. Data collection, flows, and storage must be promoted, managed and protected by policy frameworks, safeguards and impact assessment. This requires capacity building, sharing of expertise and some degree of experimentation. A comprehensive approach is needed for the long-term sustainability of the data ecosystem.²¹³

**Variable availability and speed of internet**

Access to the internet varies by geography, gender, socio-economic status, and other determinants. For instance, South-East Asia is the world’s fastest growing region for internet access and an estimated 125,000 new users come online each day,²¹⁴ and 90% of 15- to 24-year-olds have at least five years’ experience of using the internet²¹⁵. But there are stark differences between countries: while 80% of Singaporeans accessed the internet in 2016, only 25% of people in Laos and Myanmar were able to do the same.²¹⁶

One of the reasons for these variations is cost, which remains high in many LMICs. In Zimbabwe for example, mobile internet is provided predominantly through $1 daily data bundles of around 250MB. According to the Alliance for Affordable Internet, 1GB of mobile data “costs nearly 45% of a citizen’s average income”\textsuperscript{217}. Efforts to expand access are crucial to avoiding a scenario where only wealthy citizens who own smartphones can benefit. According to an Oxford Martin School and Citi report, the divergence in penetration rates of technology adoption can account for 82% of the increase in the global income gap since 1820.\textsuperscript{218}

Apart from the costs inherent to technology, such as providing the necessary infrastructure, some countries are adding to the costs through the fiscal system. For example, Ugandans must now pay an upfront daily levy of 200 Ugandan shillings ($0.05, £0.04) to access Over The Top (OTT) services, which include Facebook, WhatsApp and Twitter. While officials have cited over-reliance on donor funding as justification for the new social media tax, Amnesty International has described it as “a clear attempt to undermine the right to freedom of expression”. A further 1% tax is also being applied to mobile money transactions. At the end of 2016, a 1GB mobile broadband plan in Uganda cost more than 15% of average monthly income\textsuperscript{219–221}

As many of our contributors have noted, many of the technologies and the applications we discuss in this paper rely on internet access. Therefore, addressing the challenges of unequal access to this resource, and variable speeds in different regions, is crucial to ensure the widest possible application of these technologies.

Trust

Distrust of digital tools remains a barrier. Only 3% of Indonesians are aware of mobile money as a concept and the majority of smartphone users in Vietnam rely on pre-downloaded apps, instead of searching for and accessing new apps themselves.\textsuperscript{222,223} Farmers have shown suspicion of data-gathering technology, as information about their harvests may be used to trade against them.\textsuperscript{224}

\textsuperscript{218} Oxford Martin School (2016) “Technology at work v2.0”, available at www.oxfordmartin.ox.ac.uk/downloads/reports/Citi_GPS_Technology_Work_2.pdf
\textsuperscript{221} Alliance For Affordable Internet (2016) “Mobile Broadband Data Costs”, available at http://a4ai.org/mobile-broadband-pricing-data
Digital security is another concern. Indonesia is now a bigger source of cyber attacks than China, and the vast majority of South-East Asians have concerns about sharing personal data online.²²⁵ Among its suggestions for enhancing trust and security in digitisation, American consulting firm A.T. Kearney proposes creating national e-ID systems tied to a mobile number, harmonising privacy laws across the region and founding a regional agency to fight cybercrime, similar to Europe’s Joint Cybercrime Action Taskforce (J-CAT).²²⁶

On a macro level, governments and policymakers can sometimes be sceptical of the benefits of technology. This can be a result of previous projects failing to deliver, and applications being more solution- rather than problem-driven, meaning that they fail to address specific, local challenges. Some may find the initial capital investments required to develop and deploy the technology prohibitive, especially in the context of overstretched budgets. Furthermore, efficiencies delivered by these technologies can be seen as potentially leading to job losses, further decreasing a government’s tax take. While a manual approach to data gathering and analysis requires a team on the ground – employees responsible for data entry, supervisors, and so on – automation can erase the need for many of these tasks. In the context of automation and related trends such as the gig economy, it is up to the government (and private companies) to provide retraining programmes and ensure that technologies are boosting employment in the long term.²²⁷

Skills and education

The global shortage of highly skilled workers who are adept at developing and using digital technologies is all the more acute in developing regions. Equipping workers with relevant skills is crucial, especially with the promise of automation and the potential for many low-skilled jobs to be lost.

One way to counter the deficit of know-how is by building region- or continent-wide networks to pool resources and bring experts together from different countries. Data Science Africa aims to connect a network of data science researchers across the continent; the Machine Intelligence Institute of Africa is looking to accelerate research and applications of machine learning and data science. The African Institute for Mathematical Sciences (AIMS) recently launched the African Masters of Machine Intelligence programme, in partnership with international institutions and with sponsorship from Facebook and Google.²²⁸

In addition to such formal networks and education programmes, tech hubs provide spaces for local talent to develop applications relevant to local socio-economic objectives, and a base from where developers can communicate with governments and regulators. Where these hubs focus on addressing local challenges, they could help overcome issues around unequal distribution of investment.

²²⁷   Interview with Ernest Mwebaze, 10 July 2018
Getnet Aseffa, CEO of iCog Labs in Addis Ababa, Ethiopia, listed a number of exciting initiatives looking to grow the talent pool in Ethiopia, and equip young people with problem-solving skills. The ‘Anyone Can Code’ project is funded by the Lab, and has taught 20,000 high school children (aged 10-20) how to code and control robots, over the last year. The ‘Design in Ethiopia’ movement is sponsored by the Ministry of Science and Technology, and aims to create a design bridge with China by helping innovators prototype their ideas. The ‘Solve it’ Innovation competitions, currently sponsored by the US Embassy, encourage participants to develop technology-based solutions for community problems. The programme also provides access to business mentors and venture capitalists.²²⁹

Electricity

The World Bank’s 2017 State of Electricity Access Report estimated that, due to population growth, half a billion people still won’t have access to electricity by 2040.²³⁰ New models of electrical generation will be required to power the sheer volume of devices, and countries are introducing low-cost alternatives and off-grid solutions. Thanks to cheapening costs of renewable energy sources, solar panels and hydropower may allow countries to leapfrog over coal as a major energy source. For example, Africa’s largest dam is currently under construction in Ethiopia, despite regional tensions over potential disruptions to agriculture and industry, and over control of the Nile.²³¹ In any case, providing reliable universal electricity, at an acceptable cost and without harming the environment, requires input from public and private partners and investment in a variety of solutions – not reliance on a single energy source.

Tackling these challenges can help to ensure that the specific technological applications mentioned in this report can deliver maximum impact. It is important to also remember that many technological advancements that have led to a positive impact on wellbeing in the developing world and elsewhere have not come about thanks to some master plan. Solutions often emerge more organically and iteratively. Mobile money is perhaps the best example of a high-impact application in LMICs clearly developed in this way, from the bottom up. By removing the obstacles discussed above, policymakers can create an enabling environment where similar innovations are more likely to flourish, and perhaps even allow LMICs to leapfrog ahead of developed countries in innovation.

²²⁹ Interview with Getnet Aseffa, 10 July 2018
Appendices

Appendix 1: Scenarios

We have included four scenarios to help bring the discussion to life. While they are based on real-world contexts, and rooted in the actual and potential technologies explored in this report, the content is fictional and loosely based in 2030.

Scenario 1: Honduras law enforcement leveraging emerging technologies to combat crime and corruption

Distrito Central describes the area of Tegucigalpa and Comayagüela, two major twin cities in Honduras with a combined population of 1 million. The area has a serious and growing problem with organised crime – the homicide rate is 85.09 per 100,000 inhabitants. Like other countries in Central America, Honduras is in the direct transport route for narcotics moving northwards, which stirs up violence and corruption. Trust in the police force is very low.

Despite the high poverty levels, local law enforcement has prioritised investing in emerging technologies to combat crime, and to raise trust in its police men and women. Initially, there was a lot of resistance to Distrito Central investing heavily in technology over urgent gaps, such as building schools and hospitals. However, tackling corruption within the force and elsewhere remains a top priority. The first step was to install CCTV cameras around the Distrito, which gather information that can later be analysed and used by the police.

Distrito Central police have turned to the IoT and audio sensing systems for detecting gunshots, to help them pinpoint the location in seconds. The systems alert CCTV cameras, slewing them to the scene and helping guide medical response teams towards the victims. Officers are also able to notify public and private sites, such as shops and housing estates, that a criminal has entered the premises, thanks to AI-driven facial recognition software that analyses the Distrito’s CCTV footage, matching it to police records.

Poor performance and corruption in the police ranks have led to the creation of numerous entirely new units. By adding two officers for every corrupt one that is removed, Honduras is aiming to double its police force. Therefore, the ability to train large numbers of new recruits is paramount. Distrito Central is achieving this with the help of AV and VR, together with equipment such as visors. This enables them to practice highly dangerous situations, such as rescuing kidnapping victims and storming suspected drug cartel locations, in highly realistic settings, but without any of the risk. Teams of police officers have also been visiting local schools, and are showing their work to pupils through VR headsets, as a way of building trust in the community.

In terms of ‘back-end’ applications of new technologies, the local government is trialling blockchain technology applications to tackle corruption. With blockchain-based budget tracking, it would no longer be possible to fake expenditures as the transaction data (account numbers, transaction time,
transaction amount, receiver) is all saved. The local government will then be able to analyse budget data to identify areas lacking in funding. However, there is still some scepticism as to whether local politicians are genuinely in favour of bringing full transparency to their expenditures.

Scenario 2: Ugandan plantain farmers optimise crop monitoring and resource consumption

Small-scale farmers represent 85% of Uganda’s farming community. The majority of what they produce is for their own consumption, although any surplus can be sold at the market. However, poor infrastructure or lack of access to reliable means of transport results in farmers often being forced to sell below value. Women and children are often the main farm labourers, which can cut their education short. Smallholder farmers find themselves unable to respond effectively to weather variability. Traditionally, they use rudimentary farming tools and have limited access to credit and market information. In recent years, Uganda has been trialling various technologies to address these issues, and to boost productivity as well as quality of life.

Dembe is a young woman who works on the family plantain farm. Her 11-year-old daughter Masiko helps her out, although Dembe would much rather she focused on getting an education, which could enable her to get a skilled job. Five years ago, the family was struggling, as their soil was too tired to grow enough plantain, and the plants were being routinely attacked by soil-borne worms. However, since then, Dembe and her family have been gifted with a smartphone, equipped with an AI-driven app for crop monitoring. By taking and uploading photos of her plantain, Dembe is able to get an immediate diagnosis and advice. She is consequently losing a minimal amount of crop and making great savings.

Dembe wasn’t initially able to use the app on her own. But she and Masiko were also given access to a personalised education platform, which guided them through the tool and lots of information on plantain, maintenance and disease. The great thing about the platform was that it used automated translation to provide the information in their own indigenous language, as well as natural language processing, so they could both ask questions as they went along. This helped build Dembe’s confidence, and she travelled to the local bank, where she applied for a loan. Owing to the lack of formal proof of Dembe’s land ownership and any credit history, the bank employs machine learning to predict creditworthiness; Dembe was granted a small loan to help cover the cost of sensors.

With the combined help of the crop surveillance app and the sensors, Dembe is able to monitor her plantain crops with far greater precision than ever before. She knows when to water and how much fertiliser to use. Receiving alerts through her app means she and Masiko don’t need to be out in the fields all day; instead they are using the education platform to gain new skills and learn about additional financing methods. They are intending to participate in a trial that would see drones pick up their plantain and send it to local markets. This means they would no longer be hindered by adverse weather, which clogs up the roads and restricts the movement of delivery trucks. Hopefully Masiko will soon catch up with the national curriculum, and be able to join a local school.
Scenario 3: Boosting healthcare in resource-poor rural communities

Inequality of access to good healthcare has been a longstanding problem for much of India’s rural population. Over three-quarters of the country’s doctors in rural areas work in the private sector, resulting in fewer healthcare professionals left to tend to poorer citizens. There is also a risk of patients turning to unqualified informal practitioners. As a result of unsuccessful efforts to train sufficient numbers of healthcare workers, the Ministry of Health and Family Welfare has refocused on leveraging emerging technologies to enhance the capabilities of its existing workforce, in particular in rural areas. It has worked hard on regulation, to ensure the safe delivery of healthcare through apps and other tools.

Dr Rao studied medicine in Visakhapatnam and has since returned to his birth town of Kirandul to work in the local hospital. He remembers the local community mainly accessing the centre for simpler procedures such as eye tests, and having to travel hundreds of kilometres for specialist care. Now, medical staff are using AI-driven tools to enhance their diagnostic and treatment capabilities, and citizens are feeling more empowered through special apps on their smartphones.

Dr Rao has noticed a big change in the approach of patients in the last few years. Most local citizens are now equipped with a whole host of medical apps on their phones. These enable them to book appointments with their doctor, and even detect abnormalities by analysing photos of the user’s skin and eyes. It took some time to acquaint people with the apps, especially for those with lower levels of education and who were not familiar with medical processes. Volunteers from the hospital staff organised town hall meetings, where they demonstrated some of the apps and encouraged people to raise questions and concerns. People have become better at managing their own health, but are also more likely to seek medical attention at the hospital when an app flags a potential problem.

Technology is also helping Dr Rao and his colleagues better manage their limited resources. At an administrative level, AI and the IoT are helping to maintain fresh supplies and allocate human and medical resources much more accurately. The predictive software considers additional data sources such as harvest time and weather, as people can be more prone to injury or disease. In the event of an urgent need for medical supplies, they can have these delivered by drone. The staff are also using a variety of AI-driven triage systems, allowing them to submit scans and receive alerts of potential issues such as signs of stroke, cancer and even mental illness. This means patients are being referred to specialists much sooner.

Dr Rao recently managed to raise the funds necessary to purchase surgical robots and VR headsets. The new robotic arm has already assisted him in orthopaedic procedures, such as a hip replacement, that would have previously required the patient to travel to neighbouring cities. He has also gained access to the expertise of doctors from leading medical institutions elsewhere in the world, by visiting their OR as an avatar. As many of the hospital’s surgical nurses differed in the levels of their training and experience, Dr Rao and his colleagues have been successful in bridging gaps in their knowledge with the help of VR headsets. This way, the nurses can practice procedures in their own time and as often as they want, without feeling pressured or embarrassed. Dr Rao hopes that all these technologies will soon become routinely available to medical students too.
Scenario 4: Democratic participation in South African rural communities

The history of South Africa’s democracy is complex, at times characterised by conflict and exclusion, and at others by reconciliation, optimism, and participation. It is still considered a fairly new democracy, with the Republic only having been established in 1961, and the tumultuous events leading up to and following the end of apartheid being very fresh in the minds of many. As such, increased participation in democratic processes, and ultimately, having a stake in the development of their country, is a major topic for many South Africans.

Besides its fraught history, the situation is complicated by the fact that South Africa has 11 official languages (among the highest number of languages for any country in the world) and 98% of South Africans speak one of the 11 as their first language, while 2% speak a first language other than an official one. English is most commonly spoken in government and business contexts, but it is a second language for many South Africans.

Nokuthula Nkosi has identified an opportunity to use technology to make more South Africans feel like they can contribute to their democracy. Her think tank – South Africa’s Speaking – has partnered with IBM South Africa and the South African government to develop a platform called “Iqhaza” (‘participate’ in Zulu). Users can download this free app to their smartphone and use it to get their views across to central government. They can type in any of South Africa’s 11 official languages – the text is automatically translated into all the other languages and recorded. Speech-to-text technology means that users can also speak in any of these languages – their speech is transcribed and translated on the fly. Thus, users can read all other users’ contributions in their preferred language.

The most useful application of Iqhaza so far has been to allow the central South African government to conduct truly public consultations. When a new policy is being discussed in the corridors of power, it can be opened up to consultation via this app. A notification pops up on the app users’ phone, and they can read the question posed to them and choose whether to answer or not, via the message or speech interface. The government has received thousands of responses to questions it has set so far, such as “What is the main thing that is contributing to your cost of living?” and “What can we do to improve your access to healthcare?” It is impossible to go through each response individually, so Nokuthula and her partners developed a ‘sentiment analysis’ tool that can be applied to these thousands of responses to extract an overall sense of what people think about the issue at hand. This has proved technically challenging – besides having to train the tool across multiple languages, even the English-language aspects of this tool could not be obtained off-the-shelf, but were developed with the English vernacular spoken in South Africa in mind.

Another challenge has been the realisation that early versions of the tool required powerful smartphones and fast data connections to be useful. Those with older phones and poor mobile internet connections were frequently frustrated by problems using the app, and ended up not using it. Thus, Nokuthula has made it her aim to make newer versions of the app that can be used on the widest possible range of phones and internet connections.
Appendix 2: Impact-Likelihood Calculations

This can be found in the table shared via the XL spreadsheet here at this Google Docs link.

For a full description of the methodology, please refer to the Conclusions in Section C.
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